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Abstract  

Objective: The purpose of this study is to investigate and compare the effects of different dimension 

reduction methods (PCA, ICA, PCA + Forward Selection, ICA + Forward Selection) on the K-NN classifier 

using open access gene expression data of small round blue cell tumor types. 

Methods: In this study, open access gene expression data of small round blue cell tumor types was used for 

investigate and compare the effects of different dimension reduction methods. In the study, PCA, ICA, PCA 

+ Forward Selection, ICA + Forward Selection were used as different dimension reduction methods together 

with K-NN classification method. 

Results: Accuracy values obtained from the dimension reduction model made with PCA on K-NN model; 

for EWS, BL, NB, and RMS type tumors with 93.51%, 91.14%, 92.31%, and 94.74% respectively. Accuracy 

values obtained from the dimension reduction model made with PCA + Forward Selection on K-NN model; 

for EWS, BL, NB, and RMS type tumors with 96.25%, 96.25%, 95.06% and 95.47%, respectively. Accuracy 

values obtained from the dimension reduction model made with ICA on K-NN model; for EWS, BL, NB, 

and RMS type tumors with 91.89%, 90.67%, 88.31% and 89.47% respectively. Accuracy values obtained 

from the dimension reduction model made with ICA+ Forward Selection on K-NN model; for EWS, BL, 

NB, and RMS type tumors with 93.51%, 91.14%, 92.31% and 94.74% respectively. 

Conclusion: In this study, the model created with PCA gives higher results than the model created with ICA. 

In addition, according to the results of the models obtained by applying the Forward selection method on 

these 2 models, the forward selection method has increased the classification performance. 
Key words: Dimension reduction, principal component analysis, independent component analysis, K-NN, Small round blue cell 

tumor. 
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Introduction  

Small round blue cell tumor was first described 

by Gerald and Rosai in 1989 (1). Although its 

histogenesis is not known exactly, it is thought to 

originate from the progenitor cell with 

multiphenotypic differentiation potential (2). Small 

round blue cell tumor involves the abdominal and 

pelvic peritoneum diffuse and is usually observed 

in childhood and young adulthood. Tumors 

detected more in men show a rather aggressive 

clinical course. Although it is composed of slightly 

differentiated round cells, small round blue cell 

tumor can be differentiated from other primitive 

round cell tumors with morphological, 

immunohistochemical and genetic findings (3).  

 Small round blue cell tumors are four different 

childhood tumors with similar appearances, 

making accurate clinical diagnosis extremely 

difficult and difficult to distinguish. However, 

accurate diagnosis is important because treatment 

options, response to treatment, and prognoses 

differ greatly depending on the diagnosis. These 

include Ewing's tumors (EWS), neuroblastoma 

(NB), non-Hodgkin lymphoma (Burkitt 

lymphoma, BL), and rhabdomyosarcoma (RMS) 

(4). 

Bioinformatics is a research field that includes 

the use of various computer-aided methods, 

retrieves and stores data to solve biological 

problems, and interprets data with the help of 

statistical analysis. Within the framework of these 

purposes, one of the fields of study of 

bioinformatics is DNA microarrays. DNA 

microarray technology is a method used to discover 

the functions of gene functions. In order to obtain 

more efficient results when working with 

microarrays, it is necessary to use an effective and 

robust dimension reduction algorithm to reduce the 

increasing feature size of the data. Dimension 

reduction algorithms contribute to reducing 

computation time in high dimensional data such as 

microarrays, improving prediction performance 

obtained by machine learning methods, and 

facilitating the interpretation of results (5). 

Principal Component Analysis (PCA), one of 

these methods, is a multivariate technique that 

analyzes a data table in which observations are 

defined by several interrelated dependent variables. 

In other words, PCA is a transformation technique 

that enables the size of the data set containing a 

large number of related variables to be processed in 

a smaller size by protecting the variables in the data 

set (6). Independent Component Analysis (ICA) is 

a new method for finding the linear, orthogonal 

(not mandatory) coordinate system in a 

multivariable data set. It makes the projections of 

the input data on the existing coordinate system 

independent from each other and minimizes the 

relationship between them. The purpose of the ICA 

is to make a linear transformation that reduces the 

relationship between resources (7). 

Forward selection, one of the frequently used 

methods for feature selection in gene expression 

data sets, is an iterative method. With each 

iteration, the most contributing feature is added to 

the model until adding a new feature does not 

improve the performance of the model. It is a 

method that creates a feature subset by testing the 

effect of the feature with a classifier at each step 

(8). 

The K-nearest neighbor algorithm (K-NN) is 

widely used in classification due to its simple and 

easy implementation and the powerful and useful 

learning process. The K-NN method is one of the 

supervised learning algorithms used in 

classification problems and calculates the 

proximity of the test sample to the samples in the 

training set according to a predetermined distance 

criterion. After this process, it determines the k 

closest samples and includes the test sample to the 

class which these samples belong to the most (9). 

The aim of this study is to investigate and 

compare the effects of different dimension 

reduction methods (PCA, ICA, PCA + Forward 

Selection, ICA + Forward Selection) on the K-NN 

classifier using open access gene expression data of 

small round blue cell tumor types. 

 

Methods 

 

Dataset 

In this study, the Small Round Blue Cell Tumor 

data set was examined inclinometers (10). Small 

Round Blue Cell Tumor data set consists of gene 

expressions of four different pediatric tumors. The 

data set was created to facilitate tumor diagnosis by 

using gene expressions. Accurate clinical diagnosis 

is difficult due to the similar appearance of the 

tumors in their histology. Due to the treatment 

options, it is important to make the correct 

diagnosis, as the responses in terms of treatment 

and prognosis vary depending on the common 

diagnosis. The data set consists of 2308 variables 

and 83 observations. The dependent variable 

classes in the data set are given in Table 1. 
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Table 1. Distribution of the dependent variable 

Dependent Variable Count (%) 

Ewing sarkomu (EWS) 29 (34.9) 

Burkitt lenfoma (BL) 11 (13.3) 

Nöroblastom (NB): 18 (21.7) 

Rabdomiyosarkom (RMS) 25 (30.1) 

 

In the study, firstly, the K-NN classifier was 

applied to the data set whose dimensions were 

reduced separately by PCA and ICA. A 10-fold 

cross validation method was used in the training 

and testing phase. The purpose of this process is to 

obtain more reliable results from the created model. 

Then, in order to compare the results; After the 

forward selection method, one of the feature 

selection methods, was applied to the data set 

whose size was reduced by PCA and ICA, the 

models was created with the K-NN classifier. The 

classification performance of the models was 

evaluated using Accuracy, Precision, Sensitivity, 

Specificity, F1-score, Matthews’s correlation 

coefficient (MCC), and G-mean criteria. 

 

PCA and ICA 

Dimension reduction is used in a variety of 

computer science fields, including computer 

vision, pattern recognition, and machine learning. 

The advantages of dimension reduction are as 

follows: first, it typically enables the whole method 

to be implemented in a more computationally 

efficient manner. Second, it typically results in an 

improvement in the method's accuracy or right 

amount (11).  

In this paper, we propose to exploit principal 

components analysis (PCA) and independent 

component analysis (ICA) for dimension 

reduction. PCA is commonly used in image 

processing, pattern recognition, data compression, 

data mining, machine learning, and computer 

vision, among other fields (12). In data mining, 

principal component analysis (PCA) is commonly 

used to investigate data structure. By maximizing 

the variance of the data, new orthogonal variables 

(latent variables or principal components) are 

obtained in PCA. The number of latent variables 

(factors) is significantly smaller than the number of 

original variables, allowing the data to be 

visualized in a low-dimensional PC space. 

Although PCA reduces the dimensionality of the 

space, it does not reduce the number of original 

variables because it generates new latent variables 

using all of the original variables (principal 

components). Reducing the number of variables is 

often beneficial for interpretation or potential 

inquiries (13).  

Independent component analysis (ICA) is a 

multiple statistical method which seks to uncover 

disguised variables in high-dimensional data. ICA, 

which is a statistical computational method, is 

employed to find underlying hidden factors among 

a set of random vectors. The main aim of ICA 

method is to obtain the independent components 

(ICs), which are linearly independent or as 

independent as possible. In this way, ICA can be 

seen as a extension of Principal Components 

Analysis (PCA). ICA, on the other hand, is founded 

on statistical independence rather than 

unrelatedness, which is a much stronger function 

than unrelatedness (14).  

 

Forward Selection 

The first variable chosen for inclusion in the 

built model in forward selection is the one with the 

highest association with the dependent variable. 

After the variable has been chosen, it is assessed 

using a set of parameters. Mallows' Cp and 

Akaike's knowledge criterion are two of the most 

popular. If the first variable chosen meets the 

inclusion criteria, the forward selection process 

begins, with the statistics for variables not in the 

equation being used to choose the next one. When 

there are no more variables that meet the entry 

criteria, the process ends. 

 

K-NN 

The k-Nearest-Neighbors (K-NN) classification 

method is a non-parametric classification method 

that is easy to use but useful in many situations. To 

classify a data record t, its k closest neighbors are 

retrieved, and this forms a neighbourhood of t. The 

classification for t is typically decided by majority 

voting among data records in the neighborhood, 

with or without consideration of distance-based 

weighting. However, in order to use K-NN, we 

must select an acceptable value for k, and the 

classification output is highly dependent on this 

value. In certain ways, the K-NN approach is 

influenced by k. There are many methods for 

determining the k value, but one of the most 

straightforward is to run the algorithm several 

times with various k values and choose the one that 

performs best (15). 
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Results 

Accuracy values obtained from the dimension 

reduction model made with PCA on K-NN model; 

for EWS, BL, NB, and RMS type tumors with 

93.51%, 91.14%, 92.31%, and 94.74% 

respectively. In this model, the highest precision 

value was obtained in the EWS tumor type 

subclass, the highest specificity value in the NB 

tumor type subclass, and the highest sensitivity 

value, F1-score value, MCC value, and G-mean 

value were obtained from the RMS tumor type 

subclass (Table 2). 

 
Table 2. PCA+ K-NN Performance metric values calculated from 

created models in the testing stage 

       Srbct  

       tumor 

 

 

 

Metrics  

Ewing 

sarkomu 

(EWS) 

Burkitt 

lenfoma 

(BL) 

Nörobl

astom 

(NB) 

Rabdomiyo 

sarkom 

(RMS) 

Accuracy 0.9351 0.9114 0.9231 0.9474 

Precision 0.8966 0.7273 0.8889 0.8800 

Sensitivity 0.9286 0.6667 0.8000 0.9565 

Specificity 0.9388 0.9552 0.9655 0.9434 

F1-score 0.9123 0.6957 0.8421 0.9167 

Matthew’s 

correlation 

coefficient 
(MCC) 

0.8611 0.6447 0.7934 0.8799 

G-mean 0.9337 0.7980 0.8789 0.9499 

 

Accuracy values obtained from the dimension 

reduction model made with PCA + Forward 

Selection on K-NN model; for EWS, BL, NB, and 

RMS type tumors with 96.25%, 96.25%, 95.06% 

and 95.47%, respectively. In this model, the 

highest precision value was obtained in the EWS 

type tumor subclass, the highest specificity value 

was obtained in the NB type tumor subclass, and 

the highest sensitivity value, F1-score value, MCC 

value and G-mean value were obtained from the 

RMS type tumor subclass (Table 3). 

 

 

 

 

Table 3. PCA+ Forward Selection+ K-NN Performance 

metric values calculated from created models in the testing 

stage 
         Srbct tumor 

 

 

 

 

 

Metrics 

Ewing 

sarkomu 

(EWS) 

Burkitt 

lenfoma 

(BL) 

Nöroblas

tom (NB) 

Rabdomiyo 

sarkom 

(RMS) 

Accuracy 0.9625 0.9625 0.9506 0.9747 

Precision 0.9310 0.8182 0.9444 0.9600 

Sensitivity 0.9643 0.900 0.8500 0.9600 

Specificity 0.9615 0.9714 0.9836 0.9815 

F1-score 0.9474 0.8571 0.8947 0.9600 

Matthews 

correlation 

coefficient 

(MCC) 

0.9186 0.8369 0.8646 0.9415 

G-mean 0.9629 0.9350 0.9144 0.9707 

 

Accuracy values obtained from the dimension 

reduction model made with ICA on K-NN model; 

for EWS, BL, NB, and RMS type tumors with 

91.89%, 90.67%, 88.31% and 89.47% 

respectively. In this model, the highest precision 

and specificity values were obtained in the RMS 

subclass, the highest sensitivity, F1-score, MCC 

and G-mean values were obtained from the EWS 

type tumor subclass (Table 4). 
 

Table 4. ICA+ K-NN Performance metric values calculated 

from created models in the testing stage 

        Srbct tumor 

 

 

Metrics 

Ewing 

sarkomu 

(EWS) 

Burkitt 

lenfoma 

(BL) 

Nöroblastm 

(NB) 

Rabdomiy

osarkom 

(RMS) 

Accuracy 0.9189 0.9067 0.8831 0.8947 

Precision 0.8621 0.6364 0.7778 0.8800 

Sensitivity 0.9259 0.7000 0.7368 0.8148 

Specificity 0.9149 0.9385 0.9310 0.9388 

F1-score 0.8929 0.6667 0.7568 0.8462 

Matthew’s 

correlation 

coefficient (MCC) 

0.8291 0.6135 0.6803 0.7676 

G-mean 0.9204 0.8105 0.8283 0.8746 

 

Accuracy values obtained from the dimension 

reduction model made with ICA+ Forward 

Selection on K-NN model; for EWS, BL, NB, and 

RMS type tumors with 93.51%, 91.14%, 92.31% 

and 94.74% respectively. In the model created with 

ICA + Forward Selection + K-NN, the highest 

precision value was obtained in the EWS type 

tumor subclass, the highest specificity value in the 

BL type tumor subclass, and the highest sensitivity, 
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F1-score, MCC and G-mean values were obtained 

from the RMS type tumor subclass (Table 5). 
 

Table 5. ICA+ Forward Selection+ K-NN Performance metric 

values calculated from created models in the testing stage 

Srbct 

tumor 

 

 

Metrics 

Ewing 

sarkomu 

(EWS) 

Burkitt 

lenfoma 

(BL) 

Nöroblasto

m (NB) 

Rabdom

iyosarko

m 

(RMS) 

Accuracy 0.9351 0.9114 0.9231 0.9474 

Precision 0.8966 0.8182 0.8333 0.8800 

Sensitivity 0.9286 0.6429 0.8333 0.9565 

Specificity 0.9388 0.9692 0.9500 0.9434 

F1-score 0.9123 0.7200 0.8333 0.9167 

Matthews 

correlation 

coefficient 
(MCC) 

0.8611 0.6751 0.7833 0.8799 

G-mean 0.9337 0.7894 0.8898 0.9499 

 

Discussion 

Although rare in childhood, cancer is still a 

major cause of death in children. In developed 

countries, only 0.5% of cancers occur in children 

under the age of 15 (16). Due to the long life 

expectancy in childhood and high treatment 

success rates in these cancers, cancers seen in 

childhood deserve special attention (17). Although 

the prognosis in childhood malignant soft tissue 

tumors mostly varies depending on the extent of the 

disease at the time of diagnosis, the region of origin 

of the tumor and the type of treatment chosen, the 

diagnosis and histological type of the tumor 

determine the patient's morbidity and mortality 

(18). Small round blue cell tumor, one of the 

childhood tumors, is a neoplasia with well-defined 

features in recent years. This malignant tumor, 

which shows a very aggressive course, is mostly 

observed in the adolescent age group and young 

adults (19). Despite aggressive multimodal 

treatment, median survival ranges from 17 to 25 

months, with fewer than 20% of patients achieving 

5-year survival (20). 

Gene expression data obtained by microarray 

technology generally contain a large number of 

gene information belonging to a small number of 

patients. These data sets, which can be defined as 

high-dimensional for the methods used in data 

mining, reduce the model performance during the 

modeling phase. For this purpose, the performance 

of the classification models used is increased by 

obtaining genes with distinctive characteristics for 

the disease by performing dimension reduction 

analyzes before performing classification analyzes 

in gene expression data and the results obtained can 

be interpreted more easily (21). 

In this study, the effects of PCA, ICA and PCA 

+ Forward Selection, ICA + Forward Selection 

methods, which are among the dimension 

reduction methods on the open access gene 

expression data set of small round blue cell tumor 

types, on the K-NN classification method were 

examined and the results were compared. 

In a study in the literature, after dimension 

reduction with PCA + Discrete Wavelet Transform 

(DWT) in the srbct gene expression data set, K-NN 

and Support Vector Machine (SVM) methods were 

used for classification. Accuracy rates were 

92.73% for K-NN and 94.86% for SVM, 

respectively. When the results of this study in the 

literature are compared with the current study, it 

can be said that the model created with the 

proposed method, PCA + Forward Selection + K-

NN method, is more successful in classifying the 

srbct gene expression data set (22). 

When the results are compared, it can be said 

that the model established with PCA + K-NN has 

higher performance than the model established 

with ICA + K-NN. It is seen that the selection of 

variables with forward selection after PCA and 

ICA increases the model performance. The model 

that best predicts these four tumor types among all 

created models is the model established with PCA 

+ Forward Selection + K-NN. 

 

Conclusion 

As a result, feature selection and feature 

extraction methods increase the prediction 

performance of machine learning methods by 

reducing the computational cost for gene 

expression data. 
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