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 The flow rate at which the instantaneous maximum flow is recorded throughout the year 
is called the Annual Maximum Flow (AMF). These flow rates often cause disasters such 
as floods. Snow melts and extreme precipitation associated with temperature 
fluctuations are the two most important factors that occurred flooding. The deluge that 
follows kills people and destroys property in communities and agricultural lands. As a 
result, it's critical to predict the flow that causes flooding and take appropriate 
precautions to limit the damage. The prediction of the probability of a flood event in 
advance is very important for the safety of life and property of large masses and 
agricultural lands. Early warning systems, disaster management plans and minimizing 
these losses are among the important goals of the country's administration. This study 
was used in five Current Observation Stations (COS) located in Yeşilırmak Basin in 
Turkey. By using 8 input data including geographical location, altitude and area 
information of these stations, AMF data were tried to be estimated for each COS. A total 
of 240 input data was used in the study. The data period covers the years 1964-2012. 
Unfortunately, AMF values cannot be monitored for all 5 stations used after 2012. 
Therefore, the data period was stopped in 2012. In this study, Multilayer Artificial Neural 
Networks (MANN), Generalized Artificial Neural Networks (GANN), Radial Based 
Artificial Neural Networks (RBANN) and Multiple Linear Regulation (MLR) methods 
were used. Input data sets were made into 4 packets and these packages were used 
respectively in both training and testing stages. In these packages, the AMF data 
measured for the 5 stations mentioned above between 1965 and 2012 were divided into 
4 and used by creating 25% (test) and 75% (training) packages. Root Means Square 
Error (RMSE), Mean Absolute Error (MAE) and correlation coefficient (R) were used as 
the comparison criteria. The results are as follow; MANN (RMSE = 119.118, MAE = 
93.213, R = 0.808), and RBANN (RMSE = 111.559, MAE = 81.114, R = 0.900). These 
results show that AMF can be predicted with artificial intelligence techniques and can be 
used as an alternative method.   
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1. Introduction  
 

A flood is defined as a rapid increase in the amount 
of water in a river or stream bed due to more than-
normal rainfall or sudden snowmelt. Floods have the 
power to greatly damage living creatures and land 
around the beds according to their flow rates. The most 
dangerous floods are the sudden rise of the water in the 
side branches as a result of the sudden temperature 
change in the heavily sloping and impermeable soil areas 
and the basins with heavy snowfall after heavy rainfall. 
While changes occur in the water cycle of the atmosphere 
as a result of global warming and climate change, an 

increase is observed in the occurrence of heavy 
precipitation events and meteorological natural 
disasters. Warming climatic conditions increase the risks 
of drought and flood at different times and places [1]. 
Another reason is the precipitation regime of the basin. 
While the rate of floods seen in rivers between 1967-
1987 among all hydrometeorological disasters was 33%; 
Between 1998 and 2008, this rate decreased to 14%. The 
increase in the number of dams established in the region 
in recent years, stream improvement works, and 
migrations from villages to cities have led to a decrease 
in floods originating from rivers in this way. However, 
despite this, according to Directorate General For State 
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Hydraulic Works data, 1209 flood events occurred 
between 1975 and 2015, 720 deaths occurred as a result 
of these floods 893.933 hectares of agricultural land 
were flooded [2]. 

According to the data of the Turkish State 
Meteorological Service (TSMS), 109 of the 2372 floods 
that occurred between 1940 and 2010 occurred in the 
provinces where the stations selected in the study are 
located. It has been observed that this rate covers 
approximately 9.317% of all floods that occur [3]. It is 
very important in terms of the measures to be taken and 
the infrastructure systems to be established in order to 
remove the resulting flood from the settlements and 
agricultural lands with the least damage. At this point, 
predicting the flood helps us to minimize the unexpected 
loss of life and property. Predicting a possible future 
flood has always been a difficult issue as it depends on 
precipitation and snowmelt parameters due to sudden 
weather changes. While hydrological forecasting and 
flood response is a very important issue, current 
atmospheric forecasts often do not provide a sufficient 
level of accuracy for climate forecasts or hydrological 
forecasts [1]. This study aims to estimate this difficulty 
with Artificial Neural Networks (ANN) or regression 
methods based on the closed box model, apart from 
known functions, and to complete the missing data.  

ANNs are computer systems that perform the 
learning function, which is the most basic feature of the 
human brain. They perform the learning process with the 
help of examples [4]. The learning and generalization 
ability of ANN presents this method as an ideal tool for 
solving complex problems [5]. 

Hundreds of studies have been carried out since the 
introduction of ANNs, the studies started in the first half 
of the 20th century and continued at a rapid pace until 
today. The first artificial neural network model was 
developed in 1943 by Doctor Warren McCulloch and 
mathematician Walter Pitts. McCulloch and Pitts 
modeled a simple neural network with electrical circuits, 
inspired by the human brain's ability to calculate and 
learn through experience. The 1970s became a turning 
point for ANNs, and many problems that were not 
previously considered possible to be solved began to be 
solved in this period [6]. Dibike et al. in their work in 
2001, started to apply rainfall-runoff modeling, which 
can be used to obtain data on river systems design, 
operation and river flow, with closed box methods. When 
the results were compared, it was observed that ANN 
methods gave successful results [7]. Dawson and Wilby 
made precipitation-flow modeling and flood forecasting 
using ANN architecture in 2001. They demonstrated that 
the model and results could be improved [8]. In their 
2002 study, Lim and Lye examined the flood records of 
the river basin in Sarawak, Malaysia, using an index-flood 
forecasting model based on the L-moment method. The 
results presented here are useful for engineering 
applications in Sarawak. It can also be used in other 
areas, provided that generally flood records are 
available. It can also be applied to unaffected basins in or 
near a defined homogeneous region in Sarawak [9]. 
Dahamsheh in 2008, In his study modeled the future 
monthly precipitation with Markov chain-added 
conditional ANNs by using the precipitation data of the 

previous days and months of Amman, Baqura and Safawi 
stations selected from different regions of Jordan. As a 
result, it has been seen that ANN and MLR models and 
models strengthened with synthetic series are 
insufficient, and by combining them with Markov chain, 
ANN and MLR models have achieved success in drought-
precipitation forecasts. He concluded that the conditional 
ANN and conditional MLR models can be used in future 
studies of precipitation and drought or to complete 
missing data [10]. Hu et al., in their research in 2009, 
conducted studies to investigate new measures to 
improve the generalization performance of the 
precipitation flow model based on ANN and to evaluate 
the applicability of new measures. They chose the basin 
areas in China as the study area and applied them in 7 
basins. As a result of this study, they recommended 
combining previous hydrological knowledge with a 
neural network learning algorithm instead of using 
neural networks as a closed-box model for rain 
conversion, providing consistent improvements in all 
seven watersheds. Second, changing the training target 
function offers variable results, despite improved model 
performance for high and low flows. Finally, work should 
continue to impose additional sensitivity constraints to 
reduce network sensitivity to input errors, improve 
neural network model performance, and especially 
generalization features. It was observed that the 
improved models performed better than the BP, and the 
3 proposed models improved performance [11]. Ren et 
al. in their study in 2010, combined fuzzy logic and ANN 
methods with a hydrological model and modeled real-
time flood forecasting for a basin in Liaoning province of 
China.  By looking at the results, they showed that the 
classified models were more accurate than the others 
[12]. Ahmad et al., in their study in 2015, performed 
frequency analysis using the hydrological characteristics 
of 18 different regions of 5 different rivers in Pakistan. 
When looking at the results, Generalized Pareto, 
Generalized Logistics, and GEV were accepted as the best 
three distributions out of 10 probability distributions, L 
Moments method was found to be the most appropriate 
estimation method. For flood frequency analysis, they 
are in close agreement with observed flows, while also 
estimating different return times associated with given 
flood magnitudes [13]. Haktanır et al. in 2016 
investigated regional frequency analyses with annual 
maximum rainfall data and L-moments method [14]. In 
the study conducted by Akkaya and Doğan in 2016, 2-
dimensional flood modeling of Meriç and Tunca Rivers 
passing through Edirne city center was made and flood 
maps were created. With the analysis of the results 
obtained from the flood maps, a drainage channel that 
can discharge the flood flows exceeding the maximum 
flow rate that the Meriç River main bed can carry was 
designed and the downstream conditions of the channel 
were evaluated [15]. Çıtakoğlu et al. in 2017, performed 
regional frequency analysis using the L-Moments 
method using the AMF data of 52 current observation 
stations in the Black Sea. The application covers the five 
major basins. It has been revealed that the study area is 
not a homogeneous region as a whole. Considering the 
physiographic and hydrological characteristics of the 
basins and according to the H1 criterion the study area is 
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divided into 11 different homogeneous regions. 
According to ZDIST conformity test results, there were 11 
sub-regions. In five of them, the Generalized Normal 
distribution was determined as the most appropriate 
probability distribution. Generalized The Extreme 
Values, Pearson Type 3, and Generalized Logistic 
distributions are the most common in three, two, and one 
subregion, respectively. As a result of the index-flood 
frequency analyzes made with these distributions, the 
study Regional AMF with grid method in recurrence 
periods between 2 years and 1000 years for the area 
created maps [16]. Aghayev took a sample of the flood 
damage assessment, using 2010 flood data downstream 
of the Kura River. Using ArcGIS 10.2.1 software, maps of 
flooded areas and possible infrastructures in flooded 
areas were created. The study showed that combining 
multiple spatial data can significantly aid in flood damage 
estimates [17]. Oyebode and Stretch gave information 
about the advantages and disadvantages of ANN in 
hydrological modeling. They revealed that ANN is an 
important structure for obtaining good predictions in 
hydrological models [18]. Ovcharuk et al., used materials 
from 54 water measuring stations (WGS) to characterize 
the maximum flow during rain and melt-rain floods in 
rivers in the Crimean Mountains. A modified reduction 
structure of a calculation formula was used to evaluate 
the maximum flow of flash floods of different origin for 
rivers in mountainous Crimea. The main parameters of 
the proposed model are summarized as dependencies on 
the mean height of the basins and generalized in the form 
of a map. It is also possible to use the second variant of 
the proposed method, taking into account that the 
underlying surface factor is introduced. A comparison of 
the calculated maximum flow values shows good 
convergence with both the initial information and the 
largest values in the observation period [19]. Taylan et al. 
[20] developed hybrid wavelet-artificial intelligence 

models used in meteorological drought forecasting. 
Wavelet transform (W), adaptive neural-based fuzzy 
inference system (ANFIS), support vector machine (SVM) 
and ANN were used to develop drought forecasting 
models of Çanakkale province. Hezarani and colleagues 
created drought prediction models using ANN in 2021. 
ANN and SPI combination meteorological predicted 
drought with high accuracy. However, the combination of 
ANN and SDI isn’t good for predicting hydrological 
drought [21]. Demir and Keskin, who did not have 
enough flow measurement in their studies, modeled the 
flood repetition rates of the Mert River in Samsun by 
using unit hydrograph methods and the flood 
propagation created by the flood hydrographs with 
certain recurrences in the study area. While applying the 
methods, precipitation data from 3 meteorological 
stations covering the basin, representing the Mert River 
basin, were used. They compared using various 
statistical distributions. The optimal distribution was 
determined by the Kolmogorov-Smirnov fitness test. 
Obtained flood flow rates were modeled with the FLO-2D 
program. Flood spreading areas and water heights were 
examined in different recurrences, and suggestions were 
made for the bridges on the river and the areas where 
there is construction [22]. 

Based on the surveyed literature in the Scopus 
database, it is worth mentioning that over 48 research 
articles were observed on the domain of maximum flow 
forecasting using ANN models. Figure 1 reports the 
VOSviewer algorithm on the interconnection between 
the keywords. It can be observed from this figure, this 
topic has major importance on water resources 
engineering domain addition, the connection of the “ANN 
and maximum flow forecast” keywords revealed the 
implication of those two words for the majority of the 
displayed keywords. 

 

 
Figure 1. Relationship of ANN and maximum flow forecast keywords on Scopus database 
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Estimating the flood flow rate is the first stage of flood 
modeling studies. With this modeling, we can present the 
flood visually. We need data continuity for predictive 
modeling with ANN. The floods experienced may damage 
the Current Observation Stations (COS) and disrupt the 
data continuity. In the study, we tried to estimate the 
AMF data of 5 COS (1402, 1412, 1413, 1414, 1418) 
located in the Yeşilırmak Basin of the Black Sea Region in 
Turkey with their geographical components. The biggest 
reason for choosing this area is the flood events 
experienced in the past years and the continuity we can 
provide in the data. In this study, using the data sets 
created with AMF data and geographic information 
between 1964 and 2012, all data sets were subjected to 
training and testing stages, respectively. There is a 
problem of data deficiency in stations caused by natural 
disasters in the past. This study aims to complete missing 
data while testing past packages. 
 

2. Method 
 
2.1. Material 

 

AMFs are flows recorded by COSs that show the 
largest instantaneously recorded flow rate in a water 
year, often resulting in flooding. Descriptive statistical 
information on the parameters examined in the study is 
given in Table 1. 

Looking at the statistical information of the AMF 
data, it is seen that the maximum value is 1252 m³/sec 
and the minimum value is 5.010 m³/sec. This shows that 
the differences between the data can be very large and 
the AMF is too variable. While the average of the data is 
259.571 m³/sec, the standard deviation of the data is 

246.695. The skewness coefficient is 1.542. Because this 
number is more than 1, the data is skewed to the right. 

Right skewness makes modeling difficult, while the 
margin of error in modeling the result is expected to be 
high. Since the North (Degrees) parameter is at the same 
latitude for each station, its maximum value, minimum 
value and average are equal. 

The workstations and flow networks in Figure 2 
were created in the Geographical Information Systems 
(GIS) environment [23]. River networks and basin 
boundaries can be determined via ArcGIS and Basin 
toolbox, which are GIS software. GIS is used to solve 
many water engineering problems and to prepare base 
data such as digital elevation model data [17, 22, 24-31]. 

The study area is in the Yeşilırmak Basin no. 14 and 
the flow observation stations on the Yeşilırmak River and 
Çorum Çat River are shown on the map with their 
numbers. When the elevation map of the basin is 
examined, it is understood that the elevation increases 
from west to east [23]. Maximum current data from 1964 
to 2012 were used for COS coded 1402, 1412, 1413, 
1414, and 1418 as study data, but since there was no data 
for all stations in 1968, estimates were made by 
excluding the data for 1968. Since the data after 2012 
were the stations that were closed or damaged by the 
flood, there was data discontinuity, analysis could not be 
made after this year because it could not be provided by 
all stations.  

According to the information in Table 1 and Table 2, 
since the parameter expressed as North (Degrees) is 
located at 40° latitude for all COS, no correlation was 
found with this variable and this parameter was not used 
by subtracting it for all stations. 

 
Table 1. Descriptive statistical information of the studied parameters 

Variable Unit 
Number of 
data 

Max Value Min Value Average 
Standard 
deviation 

Skewness 
coefficient 

Area (Km²) 240 33904.00 1608.00 13251.44 12566.14 0.66 
East (Degree) ° 240 37.00 35.00 36.00 0.63 0.00 
East (Minutes) ' 240 30.00 6.00 15.00 10.35 0.47 
East (Seconds) '' 240 45.00 3.00 27.80 19.49 -0.40 
North (Degree) ° 240 40.00 40.00 40.00 0.00 0.00 
North (Minute) ' 240 46.00 18.00 32.20 10.94 0.15 
North (Seconds) '' 240 42.00 3.00 21.40 16.61 0.22 
Height m 240 820.00 190.00 470.20 217.09 0.32 
Year 1964-2012 240 2012.00 1964.00 1988.41 14.01 -0.02 
AMF m³/s 240 1252.00 5.01 259.57 246.69 1.54 

 

 
 

Figure 2. Yeşilırmak Basin drainage network [23] 
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Table 2.  Summary information about the stations used in the study (*The year 1968 was not used) 
Code Province Station Name Latitude Longitude Height Data Period 
1402 Tokat Kale 40° 46' N 36° 30' E 190 m 1964-2012* 
1412 Çorum Şeyhoğlu 40° 27' N 35° 25' E 530 m 1964-2012* 
1413 Amasya Durucasu 40° 44' N 36° 30' E 301 m 1964-2012* 
1414 Tokat Sütlüce 40° 26' N 36° 7' E 510 m 1964-2012* 
1418 Tokat Gömeleönü 40° 18' N 37° 7' E 820 m 1964-2012* 

 
2.2. Method 
 

ANN can be defined as machine systems that 
perform the learning function, which is the most basic 
feature of the human brain. ANNs perform learning 
processes with the help of examples. ANNs can be 
defined as the transfer of the learning mechanism in the 
human brain to the machine by experience. This learning 
mechanism, unlike what is known, brings the 
computational feature to the computer by using the 
ability to adapt to the environment, to adapt, to work 
according to past experiences or incomplete information 
in times of uncertainty. 

In ANNs, various pre-processes are applied to the 
inputs and outputs of the network cells, and the training 
process of the data that is included in the ANN cycle and 
trained can become more efficient. This pre-process is 
called “Normalization”. The training process of ANN data 
can take a very long time when applied without 
normalization. There are many data normalization 
methods in the literature. Min-Max normalization is used 
in this study. For the application of the ANN model, all 
data were first normalized between 0.2 - 0.8 using Eq. 1 
[32]. 
 

1 min

max min

' 0.6* 0.2
X X

X
X X

−
= +

−
 

(1) 

 
X’ = Normalized data 
X1 = Input value 
Xmin = Minimum data 
Xmax = Maximum data 

2.2.1. Multi-Layered Artificial Neural Networks 
 

Multi-layer Artificial Neural Networks (MANN) 
consist of an input layer, one or more hidden 
(intermediate) layers, and an output layer where 
information is input. MANN has transitions between 
layers called forward and backward propagation. In the 
forward propagation phase, the output and error values 
of the network are calculated. In the back-propagation 
phase, the inter-layer link weight values are updated to 
minimize the calculated error value [33]. The MANN 
model uses the backpropagation learning algorithm, 
which is the generalization of the least squares algorithm 
in linear perception. The input layer contains neurons 
that receive these inputs. Therefore, the number of 
neurons in the input layer must be the same as the 
number of input values in the data set. The neurons in the 
input layer pass the input values directly to the hidden 
layer. Each neuron in the hidden layer calculates the total 
value by adding the threshold value to the weighted input 
values and processes them with an activation function 
and passes them to the next layer or directly to the output 
layer. Weights between layers are usually randomly 
selected at the beginning. The error value is calculated by 
comparing the output values of the network with the 
expected output values. Figure 3 shows the structure of 
the MANN. The multi-layer sensor model consists of an 
input (X1, X2, X3,….., XD), a hidden, and an output layer (Y). 
Each layer may also have one or more processing 
elements [34]. 
 
 

 

 
Figure 3. Structure of MANN 
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In Figure 2, each cell in the hidden and output layers 
takes the NET-weighted total outputs from the previous 
layer as input. NET values are found in Eq. 2. 
 

1

D

xb ab xa b

a

NET A Ç 
=

= +
 

(2) 

 
θb is the bias constant (bias), Aab is the set of weights 

between the input and hidden layers, D is the size of the 
input vector, Çxa is the output set of the input layer for the 
x sample. Each cell from the second layer, the hidden 
layer, and the third layer, output layer, passes the NET 
value through a non-linear sorting function. As a result, 
the output f(NET) is produced in Eq. 3. 
 

1
( )

1 NET
f NET

e−
=

+  
(3) 

 
The total error “Ht” for sample “t” is calculated as in 

Eq. 4 during the training phase, depending on the 
difference of squares between the estimated and actual 
outputs. 
 

1

( )²
N

t tc tc

c

H G T
=

= +
 

(4) 

 
“Gtc” is the actual output value for the “c” sample, “Ttc” 

is the estimated output value for the c sample, “N” is the 
number of iterations. Depending on the total error, each 
connection weight, “Aab”, is renewed with the help of the 
equation in Eq. 5. 
 

1
new old T T

ab ab tA A J J I J H
−

 = − +   
(5) 

 
 

“J” is a parameter that affects the Jacobian matrix, “JT” 
is the transpose of the Jacobian matrix, “I” is the unit 
matrix, and “μ” is a parameter that affects the 
convergence rate. 
 
In Matlab 
net=train  
Y1(output) = sim; 
 

Net value obtained by running the code Y1(output) = 
sim; The training and testing process using the code is 
modeled in MANN. 
 
2.2.2. Radial-Based Artificial Neural Networks 
 

Radial-Based ANN (RBANN) concept was introduced 
into the literature in 1988 by Broomhead and Lowe [35]. 
ANN model and Radial-based functions have been 
developed by considering the effect-response states of 
neuron cells in human nervous system. It is possible to 
see the education of RBANN models as a curve fitting 
approach in multidimensional space [36, 37]. Thus, the 
educational performance of the RBANN sample turns 
into a problem of finding the closest result to the data in 
the output vector space and thus an interpolation 

problem [38]. RBANN structure generally consists of 
input layer, hidden layer and output layer similar to ANN 
structure. However, unlike other ANNs, the data is 
subjected to radial based activation functions and a 
nonlinear cluster analysis when passing from the input 
layer to the hidden layer. The structure between the 
hidden layer and the output layer functions as in other 
ANN types and the actual training takes place in this 
layer. In the RBANN model we used, the problem was 
solved with purelin function [39]. 
 
In Matlab 
net=newrb  
Y1(output) = sim; 
 

Net value obtained by running the code Y1(output) = 
sim; The training and testing process using the code is 
modeled in RBANN. 
 
2.2.3. Generalized Regression Neural Network 
 

The generalized regression neural network proposed 
by Specht does not require an iterative training 
procedure like the back propagation method [40]. Unlike 
the feedback ANN models, it can perform all calculations 
in a single pass. It can produce results faster than others. 
However, in standard GRNN, where no preprocessor 
algorithm is used, the number of neurons in the pattern 
layer is equal to the amount of data in the training set. 
Therefore, in problems with large training data, the 
network structure becomes larger at the same rate as the 
training data set, and the number of operations increases. 

GRNN is a 4-layer, feed-forward ANN model with 
input layer, pattern layer, collection layer and output 
layer. Unlike it does not require iterative. Each layer in its 
structure consists of different numbers of neurons [41]. 
 
net = newgrnn 
Y1 (output) = sim; 
 

Net value obtained by running the code Y1(output) = 
sim; The training and testing process using the code is 
modeled in GRNN. 
 
2.2.4. Multi-Layered Regression 
 

According to the equation “y” dependent, “x” is an 
independent variable, “ε” can be expressed as an error 
[42]. Equations where variable number increases. Linear 
regression between two variables can express with Eq. 6. 
 

y a bx = + +  (6) 

 
Linear regression biger then two variables can express 
with equation. 
 

1 1 2 2 3 3 ....... n ny a b x b x b x b x = + + + + +
 

(7) 

 
These equations are called multiple linear regression 

equations. 
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3. Results  
 

In the correlation relationship obtained by using the 
data of the stations selected within the Yeşilırmak basin 
no 14 selected as the study area; The correlation 
coefficient between AMF and Area was found to be 0.803, 
making it Minute (D) 0.677, Second (K) -0.616, Second 

(D) 0.603, Z (m) 0.384, Minute (K) 0.151, Degree (D) It 
follows with 0.147 and finally the year parameter with a 
correlation coefficient of 0.113 (Table 3). 

Between 1964 and 2012, it was divided into packages 
equally and the packages it represented are given in 
Table 4.  

 

Table 3. Correlation of input parameters 

 
Area 
(km²) Minutes'(N) Z(m) Second''(E) Degree°(N) Minute'(E) Degree°(E) Second''(N) Year AMF 

Area (km²) 1.00                   
Minutes'(N) -0.05 1.00                 
Z(m) 0.45 -0.55 1.00               
Second''(E) 0.59 0.65 -0.07 1.00             
Degree°(N) *** *** *** *** 1.00           
Minute'(E) 0.94 -0.26 0.37 0.44 *** 1.00         
Degree°(E) 0.08 0.69 -0.50 0.80 *** 0.04 1.00       
Second''(N) -0.89 0.42 -0.46 -0.21 *** -0.96 0.22 1.00     
Year 0.01 0.00 0.01 0.02 *** 0.01 0.02 -0.00 1.00   
AMF 0.80 0.15 0.38 0.60 *** 0.67 0.14 -0.61 -0.11 1.00 

***5. Column (Degree (N)) values will not be used, since all of our stations are located at 40° latitude, no relationship 
could be established. 
 
Table 4. Data packets used 

Data Package Years 
A1 2012-2001 
A2 2000-1989 
A3 1988-1977 
A4 1976-1964 

 
Correlation coefficients were analyzed according to 

both sign and order of magnitude in the first place and 
the results were compared. Since there were very small 
differences in the results, the study was continued by 
ordering them from the largest to the smallest regardless 
of the sign according to the coefficient relationship, and 
the input order of the parameters was determined. While 
the correlation coefficients were found, since the Degree 
(N) parameter was located at 40° latitude for all stations 
and their data, no relationship could be established with 
this parameter and Degree (N) data was not used in the 
analysis. 

The distribution of the test packages and the analysis 
names named according to each case are given in Table 
4. The A1 package represents the years 2012- 2001, the 
A2 package represents the years 2000- 1989, the A3 
package represents the years 1988 - 1977, the A4 package 
represents the years 1976 - 1964. 
 
Table 5. Data packages used in analysis 

Analysis Training Package Test Package 

M1 A2+ A3+ A4 A1 

M2 A1+ A3+ A4 A2 

M3 A1+ A2+ A4 A3 

M4 A1+ A2+ A3 A4 

 
The grouping of data packages as training and test 

packages is given in Table 5. As seen in the Table 5, in M1 
analysis, A1 package is used in testing, A2+ A3+ A4 package 
is used in education. In M2 analysis, A2 package is used in 
testing, A1+ A3+ A4 package is used in education. In M3 
analysis, A3 package is used in testing, A1+ A2+ A4 package 
is used in education. In M4 analysis, A4 package is used in 
testing, A1+ A2+ A3 packages are used in training. 

RMSE, MAE and R were used as comparison criteria. 
According to these criteria, the methods giving the best 
results were determined and the results were tabulated. 
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In the Equations 8-10, “Ze” and “Zo” show the 

estimated and observed AMF values and “N” represents 
the number of data [43]. M1 analysis test results are 
shown in Table 6. 

When the test results are examined, in Table 6 the 
MANN gives the lowest error and the highest accuracy 
rate in the averages of all inputs. M2 analysis test results 
are shown in Table 7. 

In Table 7, the averages give close results according 
to the methods. Individually, RBANN (8 Entries) gave the 
best results. M3 analysis test results are shown in Table 
8. 

In Table 8, the averages give close results according 
to the methods. RBANN (1 Input) gave the best results 
locally. M4 analysis test results are shown in Table 9. 

In Table 9, the averages give close results according 
to the methods. RBANN (2 Inputs) gave the best results 
individually. 

Since AMF data could not be obtained at all stations 
for the year 1968, entries were made in the data sets used 
in the analysis, excluding that year. In Table 10, the study 
of completing the missing data of 1968 was carried out. 
The estimated flow rates for each station according to the 
methods are as in the table. However, since we do not 
have data for that year, there is no situation that we can 
control [44]. 
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In Table 10, MLR method makes higher estimations 
for all stations compared to other methods. It is observed 

that the MANN and GRNN methods give very close results 
as in the results of other packages. 
 

 
Table 6. M1 Analysis Comparison of test data 

Test Method Input Data (M1 analysis) 
   (i) (ii) (iii) (iv) (v) (vi) (vii) (viii) Average 

R
M

SE
 MANN 167.98 167.35 167.35 167.35 167.35 167.35 167.35 119.11 161.40 

RBANN 167.35 163.16 163.67 158.92 167.79 167.35 167.35 140.25 161.98 
GRNN 170.56 167.66 167.57 167.36 167.36 167.35 167.35 161.31 167.06 
MLR 182.56 180.60 164.27 167.23 167.35 167.35 167.35 158.53 169.40 

Average   172.11 169.69 165.71 165.21 167.46 167.35 167.35 144.80 164.96 

M
A

E
 

MANN 120.79 118.73 118.73 118.73 118.73 118.73 118.73 93.21 115.79 
RBANN 118.73 120.30 117.93 111.05 119.73 118.73 118.73 108.64 116.73 
GRNN 126.14 120.03 119.77 118.81 118.80 118.73 118.73 120.15 120.14 
MLR 144.62 146.54 114.11 118.40 118.73 118.73 118.73 108.50 123.54 

Average   127.57 126.40 117.63 116.75 119.00 118.73 118.73 107.62 119.05 

R
  

MANN 0.77 0.77 0.77 0.77 0.77 0.77 0.77 0.80 0.78 
RBANN 0.77 0.78 0.78 0.77 0.77 0.77 0.77 0.63 0.76 
GRNN 0.75 0.77 0.77 0.77 0.77 0.77 0.77 0.79 0.77 
MLR 0.71 0.70 0.78 0.77 0.77 0.77 0.77 0.77 0.76 

Average   0.75 0.75 0.78 0.77 0.77 0.77 0.77 0.75 0.77 

 
Table 7. M2 Analysis Comparison of test data 

Test Method Input Data (M2 analysis) 
   (i) (ii) (iii) (iv) (v) (vi) (vii) (viii) Average 

R
M

SE
 MANN 131.20 164.07 130.48 130.48 130.48 130.48 130.48 170.29 139.74 

RBANN 130.48 130.48 130.48 130.48 133.41 130.28 169.72 123.33 134.83 
GRNN 130.48 130.48 130.48 130.48 130.48 130.48 130.48 174.20 135.94 
MLR 147.73 146.86 129.86 130.47 130.48 130.48 130.48 129.83 134.52 

Average   134.97 142.97 130.32 130.48 131.21 130.43 140.29 149.41 136.26 

M
A

E
 MANN 85.03 111.66 81.44 81.44 81.44 81.44 81.44 124.25 91.02 

RBANN 81.44 81.44 81.44 81.44 91.15 82.61 134.36 78.38 89.03 
GRNN 81.44 81.44 81.44 81.44 81.44 81.44 81.44 116.36 85.80 
MLR 101.83 103.26 80.57 81.37 81.44 81.44 81.44 80.96 86.54 

Average   87.43 94.45 81.22 81.42 83.87 81.73 94.67 99.99 88.10 

R
 

MANN 0.85 0.78 0.85 0.85 0.85 0.85 0.85 0.82 0.84 
RBANN 0.85 0.85 0.85 0.85 0.84 0.85 0.73 0.87 0.83 
GRNN 0.85 0.85 0.85 0.85 0.85 0.85 0.85 0.77 0.84 
MLR 0.81 0.80 0.85 0.85 0.85 0.85 0.85 0.85 0.84 

Average   0.84 0.8 0.85 0.85 0.84 0.85 0.82 0.83 0.84 

 
Table 8. M3 Analysis Comparison of test data 

Test Method Input Data (M3 analysis) 
   (i) (ii) (iii) (iv) (v) (vi) (vii) (viii) Average 

R
M

SE
  MANN 157.16 157.16 157.16 157.16 157.16 157.16 157.16 133.83 154.25 

RBANN 156.76 156.10 156.22 157.16 157.09 162.57 194.34 168.39 163.58 
GRNN 157.16 157.16 157.16 157.16 157.16 157.16 157.16 131.45 153.95 
MLR 172.97 171.99 157.54 157.10 157.16 157.16 157.16 150.69 160.22 

Average   161.02 160.60 157.02 157.15 157.15 158.52 166.46 146.09 158.00 

M
A

E
  MANN 94.76 94.76 94.76 94.76 94.76 94.76 94.76 90.31 94.21 

RBANN 95.49 93.05 93.43 94.76 94.62 115.80 139.45 109.61 104.53 
GRNN 94.76 94.76 94.76 94.76 94.76 94.76 94.76 85.03 93.55 
MLR 117.92 112.79 95.54 94.71 94.76 94.76 94.76 89.35 99.32 

Average   100.74 98.84 94.63 94.75 94.73 100.02 105.94 93.58 97.90 

R
 

MANN 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.89 0.90 
RBANN 0.91 0.90 0.90 0.90 0.90 0.89 0.81 0.86 0.87 
GRNN 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.88 0.90 
MLR 0.88 0.87 0.90 0.90 0.90 0.90 0.90 0.90 0.89 

Average   0.90 0.89 0.90 0.90 0.90 0.87 0.88 0.89 0.89 
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Table 9. M4 Analysis Comparison of test data 
Test Method Input Data (M4 analysis) 

   (i) (ii) (iii) (iv) (v) (vi) (vii) (viii) Average 

R
M

SE
 MANN 113.92 113.92 113.92 113.92 113.92 113.92 113.92 462.57 157.50 

RBANN 112.86 111.55 112.05 113.51 112.53 112.26 113.92 163.24 118.99 
GRNN 113.92 113.92 113.92 113.92 113.92 113.92 113.92 129.81 115.90 
MLR 131.54 131.84 114.17 113.81 113.92 113.92 113.92 158.06 123.90 

Average   118.06 117.81 113.52 113.79 113.57 113.50 113.92 228.42 129.07 

M
A

E
 MANN 79.70 79.70 79.70 79.70 79.70 79.70 79.70 371.90 116.22 

RBANN 80.16 81.11 78.97 82.84 80.10 80.76 79.70 133.71 87.17 
GRNN 79.70 79.70 79.70 79.70 79.70 79.70 79.70 98.56 82.06 
MLR 97.14 95.16 80.12 79.78 79.70 79.70 79.70 138.36 91.21 

Average   84.17 83.92 79.62 80.51 79.80 79.96 79.70 185.63 94.17  

R
 

MANN 0.89 0.89 0.89 0.89 0.89 0.89 0.89 0.69 0.86 
RBANN 0.89 0.90 0.89 0.89 0.89 0.89 0.89 0.84 0.89 
GRNN 0.89 0.89 0.89 0.89 0.89 0.89 0.89 0.89 0.89 
MLR 0.86 0.85 0.89 0.89 0.89 0.89 0.89 0.89 0.88 

Average   0.88 0.88 0.89 0.89 0.89 0.89 0.89 0.83 0.88 

 
Table 10. Estimates of 1968 AMF data 

Method Station No Station Name Input number Estimated Flow Rates (m3/s) 

M
A

N
N

 

1402 Kale 

7 

619.47 
1412 Şeyhoğlu 51.42 
1413 Durucasu 326.57 
1414 Sütlüce 109.79 
1418 Gömeleönü 182.58 

R
B

A
N

N
 1402 Kale 

2 

636.50 
1412 Şeyhoğlu 105.20 
1413 Durucasu 283.47 
1414 Sütlüce 109.31 
1418 Gömeleönü 155.34 

G
R

N
N

 

1402 Kale 

7 

619.47 
1412 Şeyhoğlu 51.42 
1413 Durucasu 326.57 
1414 Sütlüce 109.79 
1418 Gömeleönü 182.58 

M
L

R
 

1402 Kale 

8 

746.45 
1412 Şeyhoğlu 178.40 
1413 Durucasu 453.55 
1414 Sütlüce 236.77 
1418 Gömeleönü 309.56 

 
4. Discussion 
 

A flood is defined as a rapid and uncontrolled 
increase in the amount of water in a river or stream bed 
as a result of more than normal rainfall or sudden 
snowmelt. Floods have the power to greatly damage the 
living creatures and lands around the beds according to 
their flow rates. The sudden rise of water in the side 
branches in sloping and impermeable soil areas caused 
by snow melts after heavy rain or sudden warming in 
snowy areas causes the most dangerous floods. 
Estimating the flood flow rate is the first stage of flood 
modeling studies. We need data continuity for predictive 
modeling with ANN. Experienced floods can damage COS 
and disrupt data continuity. In our study, the AMF data of 
5 COSs (1402, 1412, 1413, 1414, 1418) located in the 
Yeşilırmak Basin 14 in the Black Sea Region were tried to 
be estimated with their geographical components.  

 

5. Conclusion  
 

In this study; using 8 input data including 
geographical location (north and east; degree, minute, 
second), altitude and area information of 5 COS (1402, 
1412, 1413, 1414, 1418) located in the Yeşilırmak Basin 

numbered 14, each an attempt was made to estimate the 
AMF data for a COS. The data period covers the years 
1964-2012. 48 years of data are grouped as 75% training 
and 25% test packages. Analyzes were made 4 times, 
with 1 package being tested each time. The study aims 
aims to complete the missing data by modeling the 
deficiencies of data losses due to natural disasters. 
MANN, GRNN, RBANN and MLR methods were used to 
estimate AMF. 

 
When the results are examined; 
 
• For M1 analysis, the best result was MANN (8 

input) (RMSE=119.118, MAE= 93.213, R=0.808), 
• For M2 analysis, the best result is RBANN (8 input) 

(RMSE= 123.334, MAE= 78.381, R=0.870), 
• For M3 analysis, the smallest error rates were 

observed as GRNN (8 input) (RMSE= 131.457, MAE= 
85.033, R= 0.889), while the largest R coefficient for 
RBANN (1 input) (RMSE= 156.763, MAE= 95.499, R= 
0.910), 

• For M4 analysis, it was observed that the best 
results were obtained with RBANN (2 input) 
(RMSE=111.559, MAE= 81.114, R=0.900). 
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• There are years when COS's cannot save data for 
various reasons. It is observed that missing data occurs 
in years when data cannot be recorded in this way. It has 
been observed that the test results give sufficient 
accuracy to make predictions instead of missing data. 

• Errors according to the input parameters used 
(Table 1); While the area decreased using minute(E), 
second(N), second(E) entries, it increased in year, 
degree(E) and minute(N) parameters. It was observed 
that there were small differences in the results when the 
correlation coefficients were ordered from largest to 
smallest sign. Therefore, in this study, the correlation 
coefficients were ordered by size, and the data were 
entered in the order of magnitude of the correlation 
coefficients while performing the analysis, regardless of 
the sign. 

• Considering the results of the analysis, it was 
observed that although the MLR method was better than 
MANN, it could not provide a better estimation than 
RBANN and GRNN. Therefore, it was concluded that 
RBANN and GRNN models are an alternative solution to 
MLR. Therefore, it has been observed that RBANN 
provides a valid accuracy rate and can be used in anerage 
flood modeling. 

• The reason why the accuracy rate in the A1 package 
is low compared to other packages; It can be said as the 
global warming experienced in recent years and the 
variation of seasons and precipitation amounts 
accordingly. 

• High estimations from the data observed as a 
result of the modeling are important in terms of taking 
precautions. AMF flow often causes flooding at its peaks. 
Considering this situation, the estimation of a flow rate 
higher than observed is beneficial in terms of minimizing 
the damage caused by flooding by taking precautions. 

The limitations of this study are the estimation of 
AMFs and the completion of missing station data using 3 
different ANNs. Modeling was carried out in 4 different 
test packages. In future studies, the authors aim to use 
more up-to-date data and more stations. In addition, the 
authors plan to make predictions using spatial and 
temporal inputs by trying different methods. 
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