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Abstract 

 

In this study, the ranges of independent variables resulting the optimum result of experiment 

should be selected was determined using decision trees method. Thus, the applicability of 

decision trees method has been proposed to food engineering experiments aiming the 

optimization. The sample application of the decision tree method proposed in the study was 

performed in the experiment aiming optimum nisin production of Lactococcus lactis N8. 

According to the findings obtained from the sample application it was observed that the 

decision trees method determines both optimum variable values and their tolerance ranges. 

Furthermore, the method proposed was not only determined the optimal ranges of variable 

values also it was determined the variable ranges for all possible experimental results. 

Accordingly, at the end of the study, advantages of the proposed method were explained by 

comparing with similar methods and how the experimental design should be to make the 

method more effective was proposed. 
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INTRODUCTION  

In the field of food engineering, experiments are carried out for optimization 

especially in microbiology and biotechnology experiments (Mandenius et al., 2008; Kalkan et 

al., 2014). In these optimization experiments, experimental results are investigated depend on 

the interaction of independent variables and their variation of the variable values. Thus, it is 

determined what the variable values that maximize or minimize the experiment result should 

be (Banga, et al., 2003). Many methods especially dependent on curve fitting are used as 

optimization methods (Kalkan et al., 2016; Saguy et al., 1984). The well-known and most 

used of these methods is the response surface methodology that is depending on second-order 

curve fitting. However, even in this method, only the coefficients that produce the optimum 

result can be determined. Namely the optimal ranges of independent variables that produce 

the requested result are not provided precisely in the response surface methodology. For this 

reason, it is not much sensitive to the external factors can change the experimental results 

(Myres et al, 1995; Baş et al, 2007). 

 

Moreover, if the optimum experimental results are more than one, the current methods 

can determine only one of them. Therefore, it cannot determine also the variable values that 

will create the second optimal experimental result. Apart from all these, the number of 

optimization methods used in the field of food engineering is not much more (Koç et al., 

2010). 
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For this reason, a method that will provide the optimum ranges of independent 

variable values to produce requested experimental results has been proposed as alternative 

optimization method in this study. This method proposed was applied to the sample food 

engineering experiment and tested. According to the findings obtained, advantages were also 

determined. 

 

MATERIAL and METHOD 

Material 

In this study, the sample experiment is the nisin production of Lactococcus lactis N8 

with hemin-stimulated cell respiration in the fed-batch fermentation system. This experiment 

was previously performed using response surface methodology and is in the literature 

(Kördikanlıoğlu, 2014; Kördikanlıoğlu et al, 2015). Thus, the comparison of the proposed 

method with the surface response methodology can be done by using the data of this 

experiment. Also, since the same experiment is in the literature, details of the experiment are 

not given in this study. Variables are glucose, hemin and oxygen concentrations used in fed-

batch fermentation. Tried variable values and the results obtained are also shown in the Table 

1. 

 
Table 1. Variable value variations used in the sample experiment and the results obtained (Experimental Design 

used for Optimization of Hemin, Glucose and Dissolved Oxygen Concentration in the Fed-batch Fermentation 

System) 
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Method  

 

Decision Trees Method 

 

Decision trees are a decision support system that is used to determine which variable 

value variations produce which result values. Decision trees achieve this goal using different 

mathematical algorithms. In this study, ID3 algorithm based on entropy and information gain 

is used. This algorithm primarily measures the information gain between the variables and 

experimental result. Then the variable with highest information gain is divided into clusters 

containing the same values. Then the same procedure is applied to the remaining variables 

and subsets are generated. Also determines the variable limits that must be selected to create 

each of subsets during clustering (Rokach et al., 2014; Ville., 2006; Akben et al., 2016) The 

information gain between any variable and corresponding result is as in Equation 1. In 

Equation 1, x is a variable, xi is the ith value of variable x then 𝑧 is the experimental result. 

 

 

In the Equation 1, E is the entropy value as in Equation 2 and P is the probability 

function as in Equation 3. 

 

𝐸𝑥𝑖
= − ∑ 𝑃 (𝑧𝑐,∑𝑧𝑐) 𝑙𝑜𝑔2

𝑃(𝑧𝑐,∑ 𝑧𝑐)

𝑐=𝑚

𝑐=1

 (2) 

 

In the Equation 2, 𝑚 is the number of result values corresponding to the variable 𝑥𝑖   
while result values corresponding to the variable 𝑥𝑖 are 𝑧𝑐. 

 

𝑃(𝑥𝑖, 𝑥) =
∑𝑥𝑖

∑𝑥
 (3) 

 

In Equation 3, the sum of each 𝑥𝑖 value is divided by the sum of all 𝑥 values. The 

calculation of the entropy value for a variable value on the sample experimental design is as 

in Fig. 

𝐼(𝑥) = 𝐸𝑧 − ∑𝑃(𝑥𝑖, 𝑥)𝐸𝑥𝑖

𝑖=𝑛

𝑖=1

 (1) 
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Figure 1. Calculation of the entropy value for a variable value on the sample experimental design 

 

In Figure 1, the decision tree result generated in single process for two variables. 

However, in this study the decision tree was applied separately for each variable since the 

experimental model results corresponding to the variables were not equal. Thus, the optimal 

limits for each variable were determined separately. 

 

Curve Fitting Method based on Vandermonde matrix 

 

The polynomial model obtained by curve fitting was used to evaluate the effect of 

modeling on decision tree use in this study. The polynomial model is based on the 

Vandermonde matrix. Thus, the polynomial model used can also be called the Vandermonde 

polynomial (Cazals et al., 2005). The method of creating Vandermonde polynomials is as 

follows. 

Assume that Vn,m is the 𝑛𝑡ℎvalue of 𝑚𝑡ℎvariable and Rn,m is the experimental result 

values corresponding to this variable. In this case, the relation between the Vn,m  and Rn,m is 

as in Equation 1. Thus, the polynomial model can be represented as is in Equation 2. 

 

𝑉𝑛,𝑚
𝑛 + ⋯+ 𝑐2𝑉𝑛,𝑚

2 + 𝑐1𝑉𝑛,𝑚
1 + 𝑐0𝑉𝑛,𝑚

0 = 𝑅𝑛,𝑚 (1) 

 

The cn values in Equation 1 are polynomial coefficients can be calculated as in 

Equation 2. 
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[

𝑐0,𝑚
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⋮
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] = [

𝑅0,𝑚

𝑅1,𝑚

⋮
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] (2) 

 

In this study, each polynomial equation represents relation between the experimental 

result and one of variables. For this reason, a different polynomial equation was created for 

each variable in the study. 
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RESULTS and DISCUSSION 

Decision trees method was tested for both raw variable values and polynomial model 

in this study. Thus, it is also determined whether modeling is necessary if decision trees 

method will use. Experiment result values for the test of proposed method were divided into 4 

classes for each 500 IU mg-1 interval. That is, each of result values in the range of 0-500, 

500-1000-1500, 1500 < IU mg-1 was considered as a single value and experimental result 

values were assigned as 4 class. This process allows the creation of limit values for each 

interval. The optimum limits determined by decision trees for both raw and modeled variable 

values are the as in the Table 2. 

 
Table 2. Optimum limits for both raw and modelled variable values 

 

For 

Nisin > 1500 IU mg
-1

 
Glucose (g L

-1
 h

-1
) Hemin (µg mL

-1
) Dissolved Oxygen (%) 

Limits for raw data ">3.25" 𝑎𝑛𝑑 " < 15" " > 2"  𝑎𝑛𝑑 " < 3.5" " > 20"  𝑎𝑛𝑑 " < 65" 

Optimal values of 

raw data 

(Mean of Limits) 

9.125 2.75 42.5 

Limits for modelled 

data 
">5.83" 𝑎𝑛𝑑 " < 11.57" " > 2.36"  𝑎𝑛𝑑 " < 3.64" " > 31.1"  𝑎𝑛𝑑 " < 56.3" 

Optimal values of 

modelled data 

(Mean of Limits) 

8.7 3 43.7 

 

As it is seen in the table, applying the decision trees to experimental data obtained by 

modeling was produced more applicable (narrower) limit ranges as compared to raw 

experimental data. If so, it would be more appropriate to apply the decision trees to the 

experimental results obtained by modeling. The modeling applied in the study is to create the 

Vandermonde polynomials. Number of the variables values tried in the study was 4 for hemin 

and glucose and 3 for dissolved oxygen rate. Therefore, the polynomial degree for the hemin 

and glucose was selected as 3 and for the dissolved oxygen rate was selected as 2. The 

experimental values produced by the model were normalized to reduce the error rate. That is, 

in accordance with the actual distribution ratio the calculated result values were placed 

(stretched) between the largest and smallest experimental result of the raw data. The 

normalized graphs obtained by polynomial models can be seen from Figure 2. 
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Figure 2. Graphs that obtained by normalized polynomial models. 

 

The limits of optimal variable values calculated by decision trees can be seen in Figure 

3. The cyan color cube in Figure 3 is the space that results of the experiment will be nearly 

optimized while the red dot is precise coordinate of optimal experimental result. Also, the red 

dot is the center of the cyan color cube. 

 

 
 

Figure 3. The tolerance limits of optimal variable values and the precise optimal coordinate that were created by 

decision trees to produce the optimal experimental results 

 

These limits in Figure 3 are also related to the graphical results generated by modeling 

in Figure 2. In other words, the limits of optimal values created by decision trees are the same 

in both Figures 2 and 3. The Figure 2, Figure 3 and Table 2 show that the decision trees can 

very successfully determine the optimal variable values that produce the optimal experimental 

result because the optimal variable values determined by response surface method in literature 

are nearly same.  

In the same optimization experiment in which the response surface analysis method 

was used in the previous study, it was determined that optimal values were 3 for glucose, 8 for 

hemin and 40 for dissolved oxygen. These previous study results are similar to the results of 
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this study while determined optimal oxygen values are slightly different. So the decision trees 

method can be reached to goal of the response surface methodology. However, decision tree 

method has some advantages as compared to response surface methodology. One of these 

advantages is that the decision trees method not only determines the optimal test result but 

provides the interval (Cyan cube in the Figure 3) of optimal experimental results also. This 

makes the optimal coordinate more sensitive to possible changes that may occur due to 

various factors. 

Another advantage is that decision trees can determine the limits of variable values for 

all experimental results. So that in experiments if there is two optimal experimental results the 

optimal variable value ranges can be determined for both coordinates. Table 3 shows the 

optimal range of variable values for all experimental result limits determined by decision trees 

method. 

 
Table 3. Optimum limits of variable values to be selected to produce the all experimental result ranges 

 

Nisin (IU mg
-1

) Glucose (g L
-1

 h
-1

) Hemin (µg mL
-1

) Dissolved Oxygen (%) 

For 

Nisin<500 
" > 14.65" 𝑎𝑛𝑑 " < 15" " > 4.4" 𝑎𝑛𝑑 " < 4.5" " > 77.3"  𝑎𝑛𝑑 " < 80" 

For 

1000>Nisin>500 
" > 13.53" 𝑎𝑛𝑑 " < 14.65" 

> 0.5 𝑎𝑛𝑑  <1.32" 

𝑜𝑟 

" > 4.12 𝑎𝑛𝑑 < 4.4" 
" > 69.5" 𝑎𝑛𝑑 " < 77.3" 

For 

1500>Nisin>1000 

" > 1" 𝑎𝑛𝑑 "<5.83" 

𝑜𝑟 

" > 11.57" 𝑎𝑛𝑑 " < 13.53" 

" > 1.32 𝑎𝑛𝑑  <2.36" 

𝑜𝑟 

" > 3.64 𝑎𝑛𝑑 < 4.12" 

" > 20" 𝑎𝑛𝑑 "<31.1" 

𝑜𝑟 

" > 56.3" 𝑎𝑛𝑑 " < 69.5" 

For 

Nisin>1500 
">5.83" 𝑎𝑛𝑑 " < 11.57" " > 2.36"  𝑎𝑛𝑑 " < 3.64" " > 31.1"  𝑎𝑛𝑑 " < 56.3" 

As seen in the Table 3, decision trees method can calculate limits for the experimental 

design and determine relation between the experimental results and these limits. If desired, 

more precise limits can be specified by reducing the ranges of experimental results. 

Furthermore, the decision trees method is compatible with all modeling algorithms. 

Even, it can also achieve the goal using the raw experimental data without modeling. In this 

case, the decision trees method eliminates one of the response surface methodology 

disadvantage arising from second degree polynomial dependency. In addition, the 

experimental design should be performed with a linear increase of the variable values so that 

the proposed method can determine the variable value intervals more efficiently. Because, if 

the variable values are not homogenous in the experimental design, the optimal variable 

values determine in very wide ranges and error possibility increase. 

CONCLUSION 

In this study, the use of decision tree method in food processing experiments has been 

proposed. The proposed method has been tested on a sample experiment the result is 

dependent on 3 variables. According to the findings obtained, the method has not only 

determined the variable values to produce the optimal experimental result but also determined 

the tolerance ranges of optimal variable values. Thus, the ranges have also been determined 

for experiments that the optimal variable values may possibly change depending on various 

factors. In addition, the proposed method can also determine the both optimal variable value 

ranges in cases where there is more than one optimal experimental result in the experiments. 

Furthermore, the proposed method can be used together with all modeling methods as well as 

being able to achieve its purpose without modeling also. As a result, it can be said that 
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proposed method can eliminate the many deficiencies of the response surface methodology 

which is the well-known and mostly used current optimization method of food processing 

experiments. Moreover, the proposed method aiming at optimization will be an alternative to 

the field of food engineering which is quite lacking in terms of optimization methods. 
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