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ABSTRACT

In this paper, we have designed and developed a face detection
system that could detect human faces of different sizes and orientations in
gray scale image files. The developed system consists of a camera, a
computer, an image acquisition setup and a face detection method written in
Matlab. In order to test detection capability of the system, we have collected
a database that contains 125 different images of 125 different people with the
above mentioned image acquisition setup. A program based on a multilayer
perceptron network (MLP) is developed in order to detect faces in images.
The MLP based face detection program works in two levels and uses the
symmetry inherited in a human face between left and right sides. In the first
level, the detection system searches for a similar structure to a right side of a
human faces in the image using a predefined face template in multi
resolution. When the detection method finds such a region, it processes that
portion of the image further in order to find whether the other side of the
face exists or not in the closed vicinity. We have tested our system on a
database that contains 100 images selected from above mentioned database.
The remaining 25 images are used to form training set for the MLP
algorithm. Simulation results show that the method performs %81 correct
detection rate on the test set.

Keywords: Face detection system; Face image database; Artificial neural
networks

OZET

Bu yaymnda gri seviyeli resimler icerisindeki farkli boyut ve
konumlardaki insan ytiizlerini bulan bir yiiz bulma sisteminin tasarlanip
gelistirilmesi anlatilmaktadir. Gelistirmis oldugumuz sistem bir kamera, bir
bilgisayar, bir resim alma seti ve Matlab pragraminda yazilmis bir yiiz
bulma algoritmasindan olusmaktadir. Yiiz bulma metodunun basarisini test
edebilmek amacryla igerisinde 125 farkli kisinin 125 resminin bulundugu bir
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insan ytizleri veri tabani gelistirmis oldugumuz resim alma seti kullanilarak
olusturulmustur. Resim dosyalar1 igerisindeki insan ytizii kisimlarimi
bulmak icin ¢ok katmanl bir yapay sinir ag1 programi gelistirilmistir. Yapay
sinir aglar1 temelli bu yiiz bulma programi iki asamali olarak ytiz bulma
islemini gerceklestirmektedir ve bu amagla insan yiiziniin sag ve sol
taraflarinin dogal olarak birbirlerine benzemesi 6zelligini kullanmustir. Ilk
asamada resim igerisinde insan ytiziiniin sag tarafina benzeyen kisimlariin
bulunmasi islemi daha o©nceden hazirlanan bir insan yiizii taslag
kullanilarak gerceklenmis ve bu islem resime farkli c¢ozuniirliikklerde
uygulanmistir. Metod resim icerisinde aramlan ozelliklerde bir kisim
buldugunda ikinci asamaya ge¢cmekte ve ikinci asamada bulunan kismin
cevresinde ytiz kisminin diger tarafinin olup olmadigimi bulmaktadir.
Gelistirilen ytiz tanima sistemi, bu ¢alisma igin olusturdugumuz veri
tabanindan 100 kisinin resimlerinin bulundugu bir test veri tabamn tizerinda
test edilmistir. Geriye kalan 25 kisinin resimleri ise yapay sinir agini egitmek
tizere kullamilmistir. Simulasyon sonuglart metodumuzun test seti tizerinde
%81 oraninda bir dogru tanima basaris1 gosterdigini ortaya koymustur.

Anahtar Kelimeler: Yiiz tanima sistemi; Insan yiizii veri tabani; Yapay sinir
aglar

1. INTRODUCTION

Technological advances in electronics and vision systems
brought by itself the need for security/surveillance systems, secure
access to machines and financial accounts, identification systems etc.
As a result, biometric identification systems gained a lot of attention
in recent years. Face detection and identification, finger print
recognition and iris recognition are among most popular biometric
identification systems. Face detection finds its most use in
security/surveillance and automated face recognition systems. In
both applications, detecting a face is the first step before taking an
action. Many approaches are developed to detect faces in still images
and video sequences. Some of these methods were based on feature
extraction and parameterization techniques such as Fourier, wavelets
and PCA (Direkoglu et al. 2005; Yacoub et al. 1999; Nanni et al. 2007).
Some others were based on probabilistic, statistical and image
processing based approaches (Lin et al. 1997; Moghaddam et al. 1997;
Cootes et al. 1996; Han et al. 1998) and some others were solely neural
network based (Isler et al. 2008; Feraud et al. 2001; Rowley et al.
1996). A good survey of these methods can be found in Yang et al
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2002. Here we will brief one of the above methods namely
Probabilistic Decision Based Neural Networks (PDBNN).

Lin et al 1997 used PDBNN to detect and classify faces in
video sequences. Their system was consisted of four main stages:
Face detector, eye localizer, feature extractor and face recognizer. The
PDBNN is developed based on Decision Based Neural Networks
(DBNN). It consists of as many subnets as number of different classes
that the network has to differentiate. The learning rule that is used in
the PDBNN is a decision based learning rule, i.e. the teacher value in
training phase only gives a merit of correctness of a classification.
Training of the PDBNN is accomplished mainly in two phases:
Locally unsupervised learning phase (LU) and globally supervised
learning phase (GS). The LU phase is used to train each subnet to
learn its corresponding class. After the LU phase completes, the
network performs the GS phase to form boundaries in between each
subnet. Here, the network only uses misclassified patterns to fine
tune the decision boundaries of subnets.

They have tested their system on a database consisted of 40
people. Each person had 60 images. Images of each person had taken
as he/she was slowly moving his/her head. The network detected
faces correctly for %75 of the images.

2. MATERIAL AND METHOD

Database used in this work is collected by an image
acquisition system we have developed. A Microsoft web-cam is used
as a camera. The connection between camera and computer is
accomplished by Matlab’s GUIDE toolbox. Images were taken from
many different backgrounds. All pictures are taken as gray level
images of 240x320 pixels.

The database consisted of 125 different images of 125
individuals. Some images contain only one face whereas some others
include several faces each located at a different distance from the
camera. A few images contain certain degree of tilt and rotation of
faces up to 20 to 25 degrees. Figure 1 shows images of 4 individuals
from our database.
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Figure 1: Four images from the database

The developed face detection system is based on a multi layer
perceptron neural network (MLP) and written in Matlab. Only gray
level images are being processed since our database contains only
such images. A complete detection process of a human face in an
image file is accomplished in two stages. In the first stage, a pre-
defined face template is used to perform a search in the image in
order to detect a right side of a human face. If an object similar to the
template is found, the second stage of the detection algorithm takes
place. In the second stage, another face template for the left side of
the face is used to determine whether the encountered object is a
human face or not. Block diagram of the detection method is given in
the Figure 2, followed by detailed explanation of the detection
process.
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Figure 2: Block diagram of the face detection process

As it is seen from the figure, the detection process starts with
partitioning an input image into 48x24 sub-images. Each of these sub-
images is fed into a detection algorithm in order to be classified as a
face class or non-face class. Figure 3 shows some examples of these
48x24 sub-images.

(a) (b) (©)
Figure 3: (a) and (b) Sample 48x24 sub-images of the non-face class.
(c) A sample sub-image of the face class.

The MLP based detection algorithm used to classify sub-
images is a two layer network: an input layer and an output layer.
The input layer consists of ] neurons (for our application J is set to 5)
and the output layer contains 1 neuron. Figure 4 shows the block
diagram of this network.
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Inputs Input Layer Qutput Layer Output

Figure 4: Block diagram of the 2 layer neural network used for
detection of faces.

Our method detects a face in an image as follows: A sub-
image selected, normalized and then converted to column format so
to that it could be applied as an input to the network. The network
classifies this sub-image as a face or non-face class. This process is
repeated until a face class is detected.

When a face class is encountered, the network performs a
second search by taking coordinates of the current sub-image frame
as a reference point. The second search is also done by the same MLP
but this time it uses the priori knowledge of that if current
coordinates contain a half portion of a face, the other half should be
located at the closed vicinity of the present frame. If the left portion
of the face is found as well during the second search, the network
identifies this coordinate pair as a location of a face at the output
image.

The identification of sub-images by the network is performed
with sequentially updated gradient descent algorithm (Hassoun,
1995; Zurada, 1992). The training of the above two layer perceptron
network is done according to the procedure given below. Let’s define
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X1 Z1
K1 4
X = | | € R™as an input vector, z = €R’, as a hidden
Xn—1
l nl Jnxl 7 Jx1

layer output vector, y € R as an output of the network, d € R as a
target for the output of the network,

vll vlz e vln

V21 V22 - V2 . .
V= " as weights of the input layer of the
network and W = [W11 Wiz - Wij];,, as weights of the output

layer. For the input layer, we define the output of each perceptron as:
netzl =V11-X1 + Vi2-Xp + -+ Vin-1-Xn-1 + Vin- 1 (1)

z; = fi(net,,)
(2) Z] = v]1.x1 + Vi2-X2 + -+ V1in-1-Xn-1 + V1in- 1

z; = fl-(netzj) 3)
Where in vector form:
[fi (netzl)‘l
zZ= I"i(netzl,netzz, ...,netzj) =L(V.x)= lﬁ(nf_tZZ)l (4)
fi(netzj)

The f;(net) function for the input layer is used as:

eﬁ.net _ e—ﬁ.net

fi(net) =

Similarly, the perceptron output of the output layer is defined as:

ebB-net + e—Bmnet

Tleto = Wi1-Z4 + Wi2.Zo + -4+ W1].Z] (5)
y = fy(net,) =T,(W.z) = TI,( W.I;(V.x)) (6)
Where f,(net) is
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anet _ ,-a.net

fo (net) = eanet 4 p—anet

For the above network the statement of the learning problem
can be given as follows: Given a training set of
{(xt,dY), (x?,d?), .., (x™,d™),..} form =1, 2., M , find
V*and W* such that all output y™ are as close as corresponding
targets d™.

The gradient descent algorithm is used to train the network.
The algorithm is based on computing current error function for
(x*,d*) at any step k and moving the weights of input and output
layers of the network towards the direction of negative gradient
along the error surface. The error function at training step k is chosen
as

2
EX(V, W) =1 (d* — y*)? = 2 (d* - f, (nets,)) )
The weights of the input layer are updated according to following
equation:
vt = v — p,. VEK(V, W)

)

and for the output layer, the updating of the weights is done as:

k
k+1 _ Kk 9E* (VW)
Wi =W Pwem

©)
In order to find exact expressions for both weight functions, we will
compute gradients using the Chain rule starting with weights of the
output layer.

anj

dEK(W W) _ 9E*(W,w) ay* onetk

ow;;  9yk  ometk’ owy; (10)
o = L@ =y 1)
e = ) _ et (12)
% = z; (13)
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witt = wf + py. (dF = y9). fo(net). z; (14)
For the output layer:

oEkK(V, W) _ aE*(ww) 0z anet;‘

ovj 0z ) anet;{ ) 0vji (15)
AEkWw W) '
—%;, - L (d* = ¥ ) fo (nets).wy; (16)
oz; _ Ofinetf) _ ..,
anet]’-c o 6netJ’-‘ o fl (neti )
17)
anet]’-‘ _ 18
617]'[ - xi ( )
vt = vf 4 py. (¥ — yF) fo(netk). wy;. f; (netf). x; (19)

We have implemented the above training algorithms with
Matlab. In order to train the MLP network, we have selected 25
people from the database to form a training set. For each person, we
have obtained 10 sample image frames of 48x24 that correspond to
the face of that individual from little above the eye browses to the
mouth. Five of these 10 samples are obtained from some close
coordinates at little above the left eye and the other five are obtained
from similar coordinates around the right eye. Total of 250 samples
are collected that would constitute the face class of the training set.
To collect non-face class samples of the training set, we have selected
3 images from the training set which are obtained with different
backgrounds. We then sampled these 3 images at locations that did
not correspond to face regions in order to get 758 separate 48x24 sub-
images. Hence the total number of image frames in the training set
was 1008.

Our network successfully minimized the error function
during the training phase. The Figure 5 shows plot of Error (Energy)
function as function of number of iterations on the training set during
training.
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Figure 5: Change in energy function during training.

3. RESULTS

We have tested our method on a dataset consisted of 100
people selected form our database. For each image in the test set, the
detection program generates an output image as the same size as the
input image. This output image contains the numerical values of the
output of the neural network for the cases where the network detects
a face for those locations. The remaining locations of the output
image contain values of zero.

Simulation results are presented on the basis whether a face in
a test image is detected by the method or not. This is accomplished by
selecting a threshold value. If the output of the network exceeds that
threshold at any location of the input image, it is considered that
there is a face there. Then, the value of the output of the network
which is a real value between -1 and 1 is written to the same location
of the output image. Here, a value close to 1 indicates a location of
possible correct face detection. Since we are only interested in values
close to 1 at the output, values less than zero are replaced with zeros
in output images.

Table 1 shows simulation results. The first column indicates
the time needed to train the network. The second column shows the
total amount of time for the method to detect faces for 100 images in
the test set. The third column gives the correct detection rate of the
method. When calculating the detection rate, we proceed as follow: if
the network finds a face correctly in a test image, it is considered as a
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correct detection regardless of any other wrong detection in the same
test image. If the network does not find a face in a test image at all,
this case is taken as a wrong detection.

Table 1: Simulation results.

Training Time Detection Detection

(Second) Time Rate
(Second) %

651 314 81

When we look at output images that face portion is detected
successfully, we see two different cases. In the first case, there are
some output images where the method detects the face (or faces) in
the image correctly and no other places in the output image are
marked as faces. In the second case, there are some output images
where the method correctly classifies the face portion but some other
locations in the input image are also marked as faces while those
locations do not actually correspond to a face on an individual. The
Figure 6 shows sample output images of these two cases.

Output Image

Cutput Image

(@) (b)
Figure 6: a) An output image where a face is found at only one place

correctly b) An output image where correct and wrong detections
accrued simultaneously.

After performing couple of experiments, we have found that
the network performs wrong detection because there are not
sufficient numbers of data points in the training set representing non-
face class. However, when we add more number of non-face data to
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the training set, data points in the training set becomes inseparable,
i.e. the error function does not decrease during the training. We will
perform some further study to solve this problem in our next work.

4. CONCLUSION AND FUTURE WORKS

In this study, we have developed a method based on a multilayer
perceptron network in order to detect faces in gray scale images. The
method is tested on a database of 100 images each belonging to a
different individual. The method performed correct detection rate of
%81 on this data set. However, for the majority of the cases that the
network found the correct location of the face, it had also performed a
number of wrong detections in the same test image. We will address
this problem in our next study.

In our future work, we will study on this subject further in order to
increase our method’s correct detection capability.
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