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Abstract— Aim: This study aims to classify the CKF by applying the 

ensemble learning method, which is an important sub-field of machine 

learning, on the open access CKF data set. 

 

Materials and Methods: In this study, the ensemble learning methods 

Bagging, Boosting and Stacking methods were applied to the open 

access data set named “Chronic Kidney Disease”. The performance of 

the models used was evaluated with accuracy, sensitivity, specificity, 

positive predictive value, and negative predictive value. 

 

Results: Accuracy, , sensitivity, specificity, positive predictive value 

and negative predictive value obtained from the Bagging model were 

96.5, 96.8, 96, 97.5 and 94.7 respectively.  Accuracy, , sensitivity, 

specificity, positive predictive value and negative predictive value 

obtained from the Boosting model were  98.75, 98, 1, 1 and 96.7 

respectively.  Accuracy, , sensitivity, specificity, positive predictive 

value and negative predictive value obtained from the Stacking model 

were 99.25, 99.6, 98.9, 99.2 and 99.3 respectively.   

 

Conclusion: The findings obtained from this study showed that 

successful results were obtained with the ensemble learning model for 

the kidney failure data set. 

 

 

Keywords— Chronic kidney failure, classification, machine learning, 

ensemble learning. 

 

1 .  I N T R O D U C T I O N  

     

HRONIC kidney failure (CKF), which has become an 

important public health problem in the world and in our 

country today, is a disease that can occur due to many reasons, 

results in irreversible loss of kidney functions, negatively 

affects the quality of life of individuals and requires lifelong 

treatment and follow-up [1]. Clinically, CKF is defined as a 

structural and functional disorder that can be demonstrated by 

blood, urine, and imaging methods resulting in a decrease in 

nephron count and nephron functions as a result of a decrease 

in glomerular filtration rate (GFR) that lasts for more than three 

months. [2]. Nowadays, it is reported that the incidence of CKF 

is increasing rapidly. Considering the results of the studies, it is 

seen that the rate of chronic kidney failure varies between 10-

16% in the world.  

It is estimated that more than 500 million people worldwide 

have CKF. [3]. Chronic kidney failure (CKF) is an increasingly 

common health problem worldwide. This disease, which is very 

expensive to treat, can lead to negative consequences when 

evaluated from a prognostic point of view. The most important 

consequences are the progression of kidney disease, acute and 

chronic complications due to renal dysfunction, cardiovascular 

mortality, and morbidity. Therefore, CKF, which can occur due 

to many reasons and results in irreversible loss of kidney 

functions, is a disease that negatively affects the quality of life 

of individuals and requires lifelong treatment and follow-up [4]. 

 

Data mining is the finding of relationships and rules that will 

enable us to make predictions about the future from a large 

amount of data with the help of computer programs. [5]. Data 

mining; includes a combination of techniques from different 

disciplines such as database technology, statistics, machine 

learning, pattern recognition, neural networks, data 

visualization, and spatial data analysis [6]. Machine learning, 

one of these techniques, is a subfield of artificial intelligence 

that aims to make predictions about new data when they are 

exposed to new data by performing data-based learning. 

Machine learning systems aim to completely eliminate the need 

for human intuition or to gain the ability to make decisions 

through human-machine cooperation [7]. The logic of ensemble 

learning, which is an important subfield of machine learning, is 

based on the idea that many classifiers can be combined to 

increase the rate of correct prediction using a single basic 

classifier. In other words, the method of ensemble learning is 

based on the idea of combining many basic classifiers to obtain 

a more accurate and reliable model (meta classifier) compared 

to the classification success that a basic classifier (model) can 

achieve [8]. In this way, ensemble learning methods increase 

the predictive power of weak classifiers [9]. For these reasons, 

ensemble learning methods are highly preferred recently. 

 

The purpose of this study is to classify the CKF by applying the 

ensemble learning method, which is an important sub-field of 

machine learning, on the open-access CKF data set. 

 

2 .  M A T E R I A L  A N D  M E T H O D S  
 

2.1. Dataset  

In the study, the ensemble learning method, which is an 

important sub-field of machine learning, was applied to an 

open-access data set called “Chronic Kidney Disease”. Open 

access data set named “Chronic Kidney Disease” was obtained 

from https://www.kaggle.com/abhia1999/chronic-kidney-

disease. There are 400 patients in the data set used. 250 (62.5%) 

of these patients have chronic kidney failure. Explanations 
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about the variables and their properties in the data set are given 

in Table 1. 

 
TABLE I 

EXPLANATIONS ABOUT THE VARIABLES IN THE DATASET AND THEIR 

PROPERTIES 

Variable 
Variable 

Description 

Variable 

Type 

Variable 

Role 

Bp Blood Pressure Quantitative Predictor 

Sg Specific Gravity Quantitative Predictor 

Al Albumin Qualitative Predictor 

Su Sugar Qualitative Predictor 

Rbc Red Blood Cell Qualitative Predictor 

Bu Blood Urea Quantitative Predictor 

Sc Serum Creatinine Quantitative Predictor 

Sod Sodium Quantitative Predictor 

Pot Pottasium Quantitative Predictor 

Hemo Hemoglobin Quantitative Predictor 

Wbcc 
White Blood Cell 

Count 
Quantitative Predictor 

Rbcc 
Red Blood Cell 

Count 
Quantitative Predictor 

Htn Hypertension Qualitative Predictor 

Class Predicted Class Qualitative Output 

 

 

3 .  E N S E M B L E  L E A R N I N G  M E T H O D  

Machine learning methods classify and infer by learning the 

pattern in the data stack. Machine learning has developed 

rapidly in recent years. The rapid development of machine 

learning has been dependent on the development of statistical 

algorithms that can extract information from these data with the 

rapid increase in data stacks in the computer and internet 

environment. For this reason, many machine learning methods 

have been developed, some of which are k-nearest neighbor 

algorithm, simple (naive) Bayes classifier, decision trees, 

logistic regression analysis, k-means algorithm, support vector 

machines, and artificial neural networks.  Some of these 

approaches have the ability to predict, some to cluster and some 

to classify [10]. An important subfield of machine learning is 

ensemble learning methods. Ensemble learning methods 

provide a common classification result from the estimates of 

each classifier by classifying the data of more than one machine 

learning algorithm separately, rather than classifying the data 

set of a machine learning algorithm. Thus, according to the 

prediction results of a machine learning method, the common 

prediction results obtained from more than one machine 

learning method provide more accurate, more reliable, and 

higher performance [7]. Ensemble learning methods are based 

on the principle that more than one classifier can perform 

classification with higher accuracy than a single classifier 

predicts. Ensemble learning methods have found a wide range 

of applications in recent years with their successful results. 

Commonly used ensemble learning methods have been 

successfully applied in many diagnostic and diagnostic studies 

[11, 12].  

 

An important issue affecting the classification performance in 

the ensemble learning method is the selection of the appropriate 

joining method. In determining the joining technique, attention 

should be paid to the selection of the appropriate joining 

technique for classifiers. There are different ensemble learning 

methods according to the joining techniques, the sample 

selection for the training data set, and the process steps. These 

methods are the bagging ensemble learning method, the 

boosting ensemble learning method, and the stacking ensemble 

learning method [13, 14]. 
 

3.1. Bagging 

Bagging method is a method that aims to retrain the basic 
learner by creating new training sets by random selection by 
substituting from a known training set [15]. In summary, the 
main purpose of the Bagging method is to obtain new data sets 
randomly using training data and to increase the success of 
classification by creating differences. In the bagging method, 
first, the data set is divided into training and test data. One or 
more new training sets consisting of n samples are obtained by 
random selection method by replacing the training set 
containing N samples. Each basic classifier in the community 
obtained by the bagging method is trained with training sets 
containing different examples obtained in this way. Finally, the 
result of each major classifier is combined with the majority 
vote [16]. 

 

3.2.Boosting 

Boosting yöntemi, Schapire tarafından 1990 yılında tanıtılan ve 
2000'li yıllara kadar geliştirilen bir toplu öğrenme yöntemi [17-
19]. The term "boost" refers to a family of algorithms that 
transform poor learning methods into powerful learning 
techniques. Boosting is an ensemble method to improve the 
model predictions of any learning algorithm, and unlike the 
Bagging method, the predictors in the Boosting method are 
created sequentially, although they are not independent of each 
other. The aim of this method is to combine weak estimators to 
obtain strong estimator (s). Models are created by assigning 
weight to observations. In the Boosting method, as in the 
bagging method, N training sets are created. In this method, 
models with low variance and bias are obtained by both the 
presence of the bagging method and the assignment of weight 
to the observations [19]. 

 

3.3.Stacking 

The stacking method is a simple ensemble learning technique 
that creates a meta classifier by combining two or more basic 
multiple classification models. It is an ensemble model that is 
trained by combining the estimates of the classification models 
used. Predictions made from models created by the basic 
classifier are used as input for each ordered layer and are 
combined to create a new set of predictions. In the stacking 
method, basic classification models are trained on the original 
training data set and then created based on the outputs 
(estimates) of the basic classification models in the meta-
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classifier community. The meta-classifier performs the 
classification process by training on the predicted class labels 
[20]. 

 

3.4. Performance evaluation criteria 

The classification matrix for the calculation of 
performance metrics is given in Table II. 

 

TABLE II 

THE METRICS OF THE MODEL'S CLASSIFICATION PERFORMANCE 

                                Real 

Positive Negative Total 

P
re

d
ic

te
d
 

Positive 
True positive 

(TP) 

False 

negative 

(FN) 

TP+FN 

Negative 
False positive 

(FP) 

True 

negative 

(TN) 

FP+TN 

Total 
TP+FP FN+TN 

TP+TN+FP+F

N 

 

Accuracy = (TP+TN)/(TP+TN+FP+FN) 

Sensitivity = TP/(TP+FP) 

Specificity = TN/(TN+FN) 

Positive predictive value = TP/(TP+FN) 

Negative predictive value =TN/(TN+FP) 

 

4 . D A T A  A N A L Y S I S  

Quantitative data are summarized by median (minimum-
maximum) and qualitative variables are given by number and 
percentage.  Normal distribution was evaluated with the 
Kolmogorov-Smirnov test.  In terms of input variables, the 
existence of a statistically significant difference and 
relationship between the categories of output variable, "ckd" 
and "notckd" groups, was examined using Mann-Whitney U, 
Pearson Chi-square test and Yates's correction chi-square test.  
p<0.05 values were considered statistically significant. In all 
analyzes, IBM SPSS Statistics 26.0 for the Windows package 
program was used. Random Forest, Neural Network, Support 
Vector Machine were used as classifiers in the stacking method 
of the ensemble learning models. Rapidminer Studio Free 
version 9.4 is used for ensemble learning methods analysis. 

 

5 . R E S U L T S  

Descriptive statistics related to the target variable examined in 

this study are presented in Table 3 and Table 4. There is a 

statistically significant difference between the dependent 

variable classes in terms of other variables other than the “Pot” 

variable.   
 

 

TABLE III 

 DESCRIPTIVE STATISTICS FOR QUANTITATIVE INPUT VARIABLES 

Variables 

Predicted Class 

P* value 
Not-ckd ckd 

Median (min-

max) 

Median (min-

max) 

Bp 70(60-80) 80(50-180) <0,001* 

Sg 1,02(1,02-1,03) 1,02(1,01-1,03) <0,001* 

Bu 33,5(10-57) 55(1,5-391) <0,001* 

Sc 0,9(0,4-3,07) 2,45(0,5-76) <0,001* 

Sod 141(135-150) 
137,53(4,5-
163) 

<0,001* 

Pot 4,5(3,3-5) 4,63(2,5-47) 0,515 

Hemo 15(12,53-17,8) 11,3(3,1-16,1) <0,001* 

Wbcc 
7750(4300-
11000) 

8406(2200-
26400) 

<0,001* 

Rbcc 5,25(4,4-6,5) 4,71(2,1-8) <0,001* 

*: Mann Whitney U test 

 

TABLE IV 

 DESCRIPTIVE STATISTICS FOR QUALITATIVE INPUT VARIABLES 

Variables  Predicted Class 
P** value 

  Not-ckd ckd 

Al 

0 145(96,7%) 54(21,6%) 
<0,001* 

1 5(3,3%) 85(34,0%) 

2 0(0%) 43(17,2%)  

3 0(0%) 43(17,2%)  

4 0(0%) 24(9,6%)  

5 0(0%) 1(0,4%)  

Su 

0 150(100%) 189(75,6%) 
<0,001* 

1 0(0%) 13(5,2%) 

2 0(0%) 18(7,2%)  

3 0(0%) 14(5,6%)  

4 0(0%) 13(5,2%)  

5 0(0%) 3(1,2%)  

rbc 
0 0(0%) 47(18,8%) 

<0,001** 
1 150(100%) 203(81,2%) 

htn 
0 150(100%) 103(41,2%) 

<0,001** 
1 0(0%) 147(58,8%) 

*: Pearson's chi-square test;** Yates's correction chi-square test 

 

In this study, the classification matrices of Bagging, 
Boosting, and Stacking models, which are among the ensemble 
learning methods used to classify the CKF dataset, are given in 
Table V. 
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TABLE V 
CLASSIFICATION MATRICES OF BAGGING, BOOSTING AND STACKING MODELS 

 

Classification Matrix of the Bagging Model 

 

Prediction 

Reference 

CKD not CKD Total 

CKD 242 6 248 

not CKD 8 144 152 

Total 250 150 400 

 

 

Classification Matrix of the Boosting Model  

 

Prediction 

Reference 

CKD not CKD Total 

CKD 245 0 245 

not CKD 5 150 155 

Total 250 150 400 

 

 

Classification Matrix of the Stacking Model  

 

Prediction 

Reference 

CKD not CKD Total 

CKD 249 2 251 

not CKD 1 148 149 

Total 250 150 400 

 

The values for the metrics of the classification performance of 
Bagging, Boosting and Stacking models are given in Table VI. 

 

TABLE VI 

VALUES FOR THE METRICS OF THE CLASSIFICATION PERFORMANCE OF 

BAGGING, BOOSTING AND STACKING MODELS 

Models Metric Value 

Bagging 

Accuracy 96.5 

Sensitivity 96.8 

Specitivity 96 

Positive predictive value 97.5 

Negative predictive value 94.7 

Boosting 

Accuracy 98.75 

Sensitivity 98 

Specificity 1 

Positive predictive value 1 

Negative predictive value 96.7 

Stacking 

Accuracy 99.25 

Sensitivity 99.6 

Specitivity 98.9 

Positive predictive value 99.2 

Negative predictive value 99.3 

Accuracy, sensitivity, specificity, positive predictive value and 
negative predictive value obtained from the Bagging model 
were 96.5, 96.8, 96, 97.5 and 94.7 respectively.  Accuracy, 
sensitivity, specificity, positive predictive value and negative 
predictive value obtained from the Boosting model were 98.75, 
98, 1, 1 and 96.7 respectively.  Accuracy, sensitivity, 
specificity, positive predictive value and negative predictive 
value obtained from the Stacking model were 99.25, 99.6, 98.9, 
99.2 and 99.3 respectively.   

 

6 . D I S C U S S I O N  

Chronic kidney failure (CKF) is an important public health 

problem with increasing frequency in the world and in our 

country. KRG; it is an important health problem that is 

commonly seen with objective kidney damage lasting at least 

three months and/or GFR below 60ml / min, chronic and 

progressive impairment in the fluid-electrolyte balance, 

endocrine and metabolic functions of the kidney, increased 

mortality and decreased quality of life. In population-based 

studies investigating the prevalence of CKF, similar results 

have been obtained in the world and in our country. The 

prevalence of CKF in the world was found to be 11.7-15.1% 

(average 13.4%) according to the results of the meta-analysis 

study conducted in 2016. CKF is considered to be a serious 

public health problem in the world due to its high morbidity rate 

and increased health expenditures. Therefore, it is an open area 

for research and new developments. [21-23]. 

 

Machine learning methods perform classification and 

estimation by learning the pattern in the data stack. Machine 

learning has developed rapidly in recent years. Machine 

learning methods are one of the technologies used in the 

diagnosis of diseases and clinical decision support systems in 

recent years. [24]. Ensemble learning methods, one of the 

machine learning methods, provide a common classification 

result from the predictions of each classifier by classifying the 

data of more than one machine learning algorithm rather than 

classifying the data set of a machine learning algorithm. Thus, 

according to the prediction results of a machine learning 

method, common prediction results obtained from more than 

one machine learning method provide more accurate, more 

reliable, and higher performance. Ensemble learning methods 

have found a wide range of applications in recent years with 

their successful results. [11, 25].  

 

In this study, ensemble learning models, one of the machine 

learning methods, were applied to the data set named “Chronic 

Kidney Disease” which is an open-source data set. According 

to the results of 3 different models used, the method for the best 

classification performance is the Stacking method. Accuracy, 

sensitivity, specificity, positive predictive value and negative 

predictive value obtained from this model were 99.25, 99.6, 

98.9, 99.2 and 99.3 respectively.   

 

In a study conducted with the same data set, the effects of 

variable selection on the support vector machine method were 

investigated. According to the results of this study, the highest 

accuracy was obtained as 98.5 from the support vector machine 
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results created with different variable selection methods [26]. 

In this study, the disease was classified by obtaining an 

accuracy of 99.25 with the Stacking method. 

 

As a result, the ensemble learning methods used have produced 

very successful results in the study conducted with the chronic 

kidney failure data set. Ensemble learning methods offer very 

high classification performance when correct classifiers and 

joining techniques are used. 
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