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Abstract 

Every component of the hydrological cycle is essential for controlling water supplies 

and assessing potentially catastrophic events like floods and droughts. The variables 

of the hydrological system are unexpected and unique to each place. In this paper, 

the most crucial variables, including precipitation, temperature, relative humidity, 

and evaporation, are examined for Ankara province. For meteorological parameters, 

the Lognormal, Log-logistic, Gamma, Weibull, Normal, and Gumbel models are 

used to find the best suitable distributions. Kolmogorov-Smirnov, Cramers-von 

Mises, Akaike's Information Criterion, Bayesian Information Criterion, Anderson-

Darling, and Maximum Loglikelihood methods are utilized to test these models. The 

results show that there is a distinct distribution model for each parameter. In 

particular, it has been determined that the Gumbel distribution is a better model for 

annual total precipitation, whereas the Normal distribution is a better model for 

annual minimum temperature. At stations 17130 and 17664, the gamma distribution 

is observed to be the best fit distribution at annual total precipitation, but station 

17128 is found to be the most appropriate for both Log-logistic and normal 

distribution. Stations 17128, 17130, and 17664 for annual maximum temperature 

series are fitted with the Normal, Log-logistic, and Lognormal, respectively. Gamma 

is found to be the best fit when analyzing annual mean temperature for stations 17128 

and 17130, whereas Lognormal is selected for station 17664. It is expected that these 

results will contribute to the planning of water resources projects in the region. 

 

 
1. Introduction 

The hydrological cycle plays a substantial role in the 

social, economic, and cultural development of any 

country. The amount and pattern of meteorological 

variables at a given location are essential factors in a 

variety of natural and socioeconomic systems, 

including flood control, water resource management, 

agriculture, forestry, and tourism [1]. Therefore, it is 

essential to consider the regime and dynamics of a 

certain hydrologic phenomenon, particularly the time-

based aspects [2]. In addition, the importance of time 

series analysis is highlighted by the lack of complete 

understanding of the physical processes involved and 

the resulting uncertainties in the magnitudes and 

frequencies of future events [3], [4]. Time series 
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analysis is necessary for developing mathematical 

models that generate synthetic hydrologic records, 

detect intrinsic stochastic properties, and forecast 

hydrologic events of hydrologic variables [5], [6].  

In hydrology, it provides the alternative of an 

acceptable probability distribution function to study 

rainfall, runoff, and temperature series in various 

locations [7]. Extreme flooding and rain, however, 

will cause many people's lives to be disrupted and cost 

millions of dollars. Hence, the possibility of such an 

event is necessary for flood control programs, 

reservoirs, bridges, and other survey management and 

design staff. The effects of contaminants, unusually 

low flows, and loads on water must all be taken into 

consideration in the study of hydrology. As a result, 
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they affect the quality and sources of water [8], [9]. 

Engineering design, planning, and management of 

water systems and hydraulic structures, including the 

identification of drought risks, urban planning, and 

growth forecasting, all largely advantage from 

understanding the frequency of occurrence of 

probable values of a random variable through 

probability distribution. [10], [11]. 

According to statistical theory, for extremes, the 

frequency of such occurrences is significantly more 

influenced by changes in variability (or, more usually, 

the scale parameter) than by changes in the mean 

climate (more usually, the location parameter) [12]. 

The meteorological parameters differ from one 

country to another as well as from one weather station 

to another. For example, Khudri [7] discovered that 

for 50% of the survey stations, generalized gamma 

four parameter distributions and the generalized 

extreme value provided the best fit, while no other 

distribution was consistently detected to be 

appropriate for the remaining stations in Bangladesh. 

Unal et al. [13] evaluated the flood flow rates of 2, 5, 

10, 25, 50, and 100 years by using the 22-year flow 

data of 11 AGI stations located in the Gediz Basin. 

The K-S test was performed to define the most 

appropriate distribution among Log Normal, Normal, 

Log Pearson Type III, Gamma, and Gumbel. They 

determined that the most compatible probability 

distribution for the flow observation data was Log 

Pearson Type III. Anli and Anli [14] used the K-S test 

to find the probability distribution that best fits the 39-

year maximum flow data in the Giresun Aksu Basin. 

As a result of the test, he observed that the distribution 

most suitable for the annual maximum flow data was 

the Weibull distribution. Yavuz and Ergül [15] 

modeled the annual mean flow value of the Eskişehir 

Porsuk Dam using the Normal, Log Normal, Logistic, 

Gamma, and Weibull probability distributions. In 

terms of selecting the best probability distribution for 

33 years of data, they discovered that the Weibull 

probability distribution was more appropriate as a 

result of the K-S test. Sandalcı [16] employed 

Normal, Log Normal, and Gumbel probability 

distributions to determine the flood flow rates for the 

Akçay Stream, one of the most significant tributaries 

of the Sakarya River, for recurrence intervals of 5, 10, 

25, 50, 100, and 250 years. He utilized the K-S test to 

identify the probability distribution that was the most 

consistent and found that the Log Normal distribution 

was the most entirely compatible. According to 

Salami [17], it is possible to forecast the amount of 

rainfall extremely precisely for various durations 

using a certain probability distribution, even if 

precipitation varies with time and has unpredictable 

features. Due to the time and space constraints on 

rainfall data, accurate estimations are not always 

possible. Knowledge about extreme rainfall is crucial 

for many hydrological applications [18]–[20]. 

Meteorological variables are typically calculated in 

hydrological research using normal distribution, 

Pearson type 3, the lognormal distribution, 

generalized distribution of extreme value (GEV), 

exponential function, Gumbel distribution, Weibull 

and Pareto distributions [21], [22]. Haddad [23] 

investigates various goodness-of-fit (GOF) standards 

used in various scientific disciplines and examines the 

benefits and limitations of each GOF in order to 

compare potential probability density functions (pdfs) 

to annual maximum temperature data. The annual 

maximum temperature series is generally best fitted 

by generalized extreme values and normal 

distributions. Vivekanandan [24] discovered that the 

Log-Pearson III distribution was more appropriate for 

temperature and rainfall data in Hissar, India. On the 

basis of Australian daily maximum temperatures, 

Trewin [25] employed a variety of probability 

distributions; his findings demonstrated that Gaussian 

distributions represented by various parameters were 

effective in capturing extremes in the data. 

In this study, the most appropriate distribution among 

the Lognormal, Log-logistic, Gamma, Weibull, 

Normal, and Gumbel are determined for annual 

maximum temperature, annual mean temperature, 

annual minimum temperature, annual total 

precipitation, annual total evapotranspiration, and 

annual mean relative humidity for Ankara province. 

The most suitable distribution is found to perform 

Cramers-von Mises (CvM), Kolmogorov-Smirnov 

(KS), Akaike's Information Criterion (AIC), Bayesian 

Information Criterion (BIC), Anderson-Darling (AD) 

and Maximum Loglikelihood methods 

 

2. Study Area and Data 

 

Throughout the province's wide territory, there are 

climatic variations from location to location. The 

Central Anatolian climate's characteristic steppe 

climate may be seen in the south, and the temperate 

and rainy conditions of the Black Sea climate can be 

observed in the north. In this area, which has a 

continental climate, winters are cold and summers are 

hot. The hottest months are July and August, while 

January is the coldest. The northern and southern 

parts of the region experience different amounts of 

precipitation. Ankara displays the climate 

characteristic of the Central Anatolia Region in the 

south and the precipitation regime of the Black Sea 

Region in the north. Fog is a common occurrence and 

has a negative impact on life because of the region's 

geography, particularly in the winter. The province 
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has an average annual temperature of 11.7 °C and 

389.1 millimeters of precipitation. The highest 

recorded temperature was 40.8 °C, while the lowest 

recorded temperature was -24.9 °C. The highest snow 

thickness was determined as 30 cm. According to data 

measured over a long period of time, Ankara's 

average pressure value is 913.1 mb, the greatest 

pressure value was 935.0 mb, and the lowest pressure 

value was 891.0 mb [26], [27]. Time series of 

meteorological parameters are obtained from the 

General Directorate of Meteorology Turkey (MGM) 

for 3 stations located in Ankara (Figure 1). 

Observations of meteorological station periods and 

geographic locations are given in Table 1. 

 

Figure 1. Selected meteorological stations on study area 

 

 

Table 1. Observation of meteorological stations periods and geographic locations. 

Station 

No 
Station Name Parameters Longitude Latitude 

Record 

Years 

17128 
Ankara 

Airport 

Annual total precipitation (mm) 

32.999 40.124 1956-2021 
Annual max, min and mean temperature (°C) 

Annual mean relative humidity (%) 

Annual total evapotranspiration (mm) 

17664 
Ankara 

Center 

Annual total precipitation (mm) 

32.644 40.472 1959-2021 
Annual max, min and mean temperature (°C) 

Annual mean relative humidity (%) 

Annual total evapotranspiration (mm) 

17130 
Ankara-

Kızılcahamam 

Annual total precipitation (mm) 

32.863 39.972 1926-2021 
Annual max, min and mean temperature (°C) 

Annual mean relative humidity (%) 

Annual total evapotranspiration (mm) 

 

3. Metodology 

The decision of probability distribution models is 

significant for choosing the best-fit probability 

distribution for a specific area. The chosen 

distribution models that are frequently employed in 

assessments of meteorological parameters are given 

in this section. The approach for parameter estimation 

is defined, along with numerical and graphical 

goodness-of-fit assessments for model selection. 

 

3.1. Marginal Probability Distribution 

 

3.1.1 Normal (Gaussian) Distribution 

 

The normal distribution is widely used in the social 

sciences and plays a significant role in statistics. It 

illustrates real-valued random variables in the natural 

sciences when their distribution is not clear [28]. In 

analyses of annual rainfall and streamflow series, the 

Gaussian or N distribution is frequently used [29]. 

The parameters of the normal distribution are mean µ 

and variance 𝜎2. For a normal random variable x, the 

probability density function (pdf), f(x), and 

cumulative distribution function (cdf), F(x), are given 

as; 

 

𝑓(𝑥) =
1

𝜎√2𝜋
exp [−

1

2𝜎2
(𝑥 − 𝜇)2]     (1) 

 

𝐹(𝑥) =
1

𝜎√2𝜋
∫ (exp [−

1

2𝜎2
(𝑥 − 𝜇)2]) 𝑑𝑥

∞

−∞
   (2) 
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Here, 𝜇 represents mean and 𝜎 denotes standard 

deviation. The case where   𝜇 → 0 and 𝜎 → 1 is 

referred to the standard normal distribution. 

 

3.1.2.Weibull Distribution 

One of the most often used in various fields is the 

Weibull distribution, which was developed by 

Swedish physicist Waloddi Weibull. It outlines the 

quantified failure of a number of different groups of 

phenomena and components [30]. Pdf (f(x)) and cdf 

(F(x)) of Weibull distribution are presented as; 

 

𝑓(𝑥) =
𝛾

𝛼
(
𝑥−𝜇

𝑎
)
𝛾−1

𝑒𝑥𝑝 (−(
𝑥−𝜇

𝑎
)
𝛾
) 𝑥 ≥

𝜇; 𝛾, 𝑎 > 0      (3) 

 

𝐹(𝑥) = 1 − 𝑒
−(

𝑥

𝑎

𝛾
)
𝑥 ≥ 0; 𝛾 > 0     (4) 

 

where  𝛼, 𝜇 and 𝛾 denote scale, location, and shape 

parameter. If 𝑎 = 1 and 𝜇 = 0, it is noted as the 

standard Weibull distribution, and if 𝜇 = 0, it is 

called the two-parametric Weibull distribution 

 
3.1.3. Gamma Distribution 

 

Due to the gamma distribution's dependence on the 

normal and exponential distributions, statistics makes 

extensive use of it. It is described as a two-parametric 

distribution with continuous probability, just as the 

logistic distribution. Special cases of the gamma 

distribution include the exponential, chi-squared, and 

Erlang distributions [31]. The gamma distribution's 

fundamental formula for the pdf is written as; 

 

𝑓(𝑥) =
(
𝑥−𝜇

𝛽
)
𝛾−1

𝑒𝑥𝑝(−
𝑥−𝜇

𝛽
)

𝛽Γ(𝛾)
𝑥 ≥ 𝜇; 𝛾, 𝛽 > 0  (5) 

 

where shape, location, and scale parameter are 

represented as 𝛾, 𝛽,and 𝜇, respectively. The gamma 

function Γ, represented as; 

 

Γ(𝑎) = ∫ 𝑡𝑎−1𝑒−𝑡𝑑𝑡
∞

0
      (6) 

 

 The cdf of gamma distribution is;  

𝐹(𝑥) = 
Γ𝑥(𝛾)

Γ(𝛾)
𝑥 ≥ 0; 𝛾 > 0                (7) 

 

 

 

3.1.4. The Logistic Distribution 

 
The logistic distribution, which has two parameters, 

is a continuous probability distribution function in 

statistics. It is typically used in a variety of fields, 

including logistic regression, logit models, neural 

networks, finance, sport modeling, physical science, 

and most recently hydro-climatologic area [32]. 

Mathematical notation is defined as 

𝑋~𝐿𝑜𝑔𝑖𝑠𝑡𝑖𝑐(𝜇, 𝑠), 𝑠 > 0, here  𝜇 (0 ≤ µ ≤ ∞) and 𝑠 

(s > 0) represent location parameter and scale 

parameter respectively. The probability density 

function (pdf) of logistic distribution is presented by 

 

𝑓𝑋(𝑥) =
𝑒
−
𝑥−𝜇
𝑠

𝑠(1+𝑒
−
𝑥−𝜇
𝑠 )

2 ,− ∞ < 𝑥 < ∞ (8) 

 

The cumulative distribution function (cdf) is given as 

𝐹𝑋(𝑥) = ∫ 𝑥𝑓𝑋(𝑥)𝑑𝑥 =
1

1+𝑒
−
𝑥−𝜇
𝑠

𝑥

−∞
,− ∞ < 𝑥 <

∞     (9) 

 

3.1.5. Lognormal Distribution 

 

For probabilistic design, the lognormal statistical 

distribution is essential since negative values might 

occasionally complicate engineering processes. The 

description of failure rates, fatigue failure, and other 

circumstances with a wide range of data is generated 

using lognormal distribution in practice [33]. The 

lognormal distribution of random variable X, 

considering expected value 𝜇𝑥, standard deviation 𝜎𝑥 

, given as LN (𝜇𝑥, 𝜇𝑥), is obtained as 

 𝑓𝑋(𝑥) =
1

√2𝜋𝜎𝑌
𝑒
−
1

2
(
ln(𝑥)−𝜇𝑌

𝜎𝑌
)
2

,0 < 𝑥 < ∞

 (10) 

where,  𝑓𝑋(𝑥) is the pdf of the variable X, and  

 

𝜎𝑦 = √𝑙𝑛 ((
𝜎𝑥

𝜇𝑥
)
2
+ 1)              (11) 

 

and 

𝜇𝑌 = ln(𝜇𝑋) −
1

2
𝜎𝑦

2   (12) 

 

If Y variable indicates a normal distribution, then 

𝑋 = 𝑒𝑥𝑝(𝑌). In a same way, if X variable shows a 

normal distribution,  𝑌 = ln(𝑋). 
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3.1.6. Gumbel Distribution 

 

The Gumbel model, also known as the extreme value 

type I distribution, is the most used probabilistic 

model for addressing extreme events [34] the Gumbel 

model is presented as 

𝐹(𝑥) = 𝑒𝑥𝑝(−𝑒𝑥𝑝(−(𝑥 − 𝑢)/𝛼))   (12) 

 

where x is the value of the random variable X, u and 

an are the location and scale parameters, respectively, 

and F(x) represents for the cumulative distribution 

function. The pdf of Gumbel distribution is expressed 

as 

 

𝑓(𝑥) = 𝑒−(𝑥+𝑒
−𝑥)     (13) 

 
3.2. Goodness-of-Fit Tests  

 

The goodness of fit test (GoF) is used to determine if 

a variable fits a particular population's distribution. 

These tests determine whether the distribution is 

appropriate for random data, to put it another way. 

The goodness of fit test can be assessed using a 

variety of techniques. The most often used techniques 

in this study include Akaike's Information Criterion 

(AIC) [35], Bayesian Information Criterion (BIC) 

[36], Cramer-von Mises (CvM), Kolmogorov-

Smirnov (K-S) [37], Anderson-Darling (AD) [38], 

and Maximum Likelihood (ML) methods. 

 
3.2.1. Anderson-Darling Test 

 

Any distribution can be tested using the Anderson-

Darlin test [38], which can also be used to determine 

whether a random variable originated from a 

population with a particular distribution. It is a 

modification of the Kolmogorov-Smirnov (K-S) test 

that gives the tails more weight. The A2 test statistic 

for the normal, lognormal, Weibull, and Gumbel 

distributions can be calculated as  

𝐴2 = −𝑛 − (
1

𝑛
)∑ (2𝑖 − 1)[𝑙𝑛(𝑤𝑖) + 𝑙𝑛(1 −𝑛

𝑖=1

𝑤𝑛−𝑖+1)]            (14) 

where n is the sample size and w is the standard 

normal cdf (𝛷 [
(𝑥−𝜇)

𝜎
]) 

For Weibull and Gumbel distribution 

 

𝑤𝑖 = 𝐹(𝑥) = 1 − exp (−(
𝑥𝑖

𝑛
)
𝛽
)   (15) 

 

where 𝑛, 𝛽 are the model scale and shapes parameters 

3.2.2 Kolmogorov-Smirnov (K-S) Test 

Kolmogorov-Smirnov test, proposed by Smirnov 

[39], is weak against variations in distribution tails. 

Calculations are performed for the directional 

hypothesis as 

𝐷+ = 𝑚𝑎𝑥{𝐹(𝑥) − 𝐺(𝑥)}  

𝐷− = 𝑚𝑖𝑛{𝐹(𝑥) − 𝐺(𝑥)}                (16) 

where, 𝐹(𝑥)𝑎𝑛𝑑𝐺(𝑥) indicate the empirical 

distribution function for the data compared and the 

combined statistic is given by 

𝐷 = 𝑚𝑎𝑥(|𝐷+|, |𝐷−|)                          (17) 

Calculating the asymptotic limiting distribution can 

indicate the p-value for this theoretical statistic. 

lim
𝑚,𝑛→∞

𝑃𝑟 {√
𝑚𝑛

(𝑚 + 𝑛)
𝐷𝑚,𝑛 ≤ 𝑧}

= 1 − 2∑(−1)𝑖−1𝑒𝑥𝑝(−2𝑖2𝑧2)

∞

𝑖=1

 

 
3.2.3. Cramer-von Mises (CvM) Test 

 

The Cramer-von Mises test enables the modeling of a 

sample vector's 𝑋 = (𝑋1, … , 𝑋𝑛𝑥) probability 

distribution. It examines at whether a random data set 

and a previously selected candidate probability 

distribution are compatible [40]. The Cramer-von 

Mises distance is presented as 

𝐷 = ∫ (𝐹(𝑥) − 𝐹0(𝑥))
2
𝑑𝐹0(𝑥)

∞

−∞
               (19) 

This test measures the distance between the candidate 

distribution F and the cumulative distribution 

function F0. For testing the hypothesis, 𝐻𝑜 → 𝐹 = 𝐹0. 

The test statistic mathematically is presented by  

𝐷�̂� =
1

12𝑁
+ ∑ [

2𝑖−1

2
− 𝐹(𝑥𝑖)]

2
𝑁
𝑖=1                (20) 

where the sample size is N and 𝐷�̂� is the 

asymptotically known probability distribution 

distance 

 
3.2.4. Information Criterion (AIC) Test 

 

The Akaike's Information Criterion (AIC) [35] is 

another method for choosing the best model from a 

group of models. The chosen model displays the 

smallest difference between the truth and the model. 

Based on information theory, the results of this test 

are calculated as 
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𝐴𝐼𝐶 = −2(𝑙𝑛(𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑)) + 2𝐾               (21) 

Where K stands for the number of free parameters in 

the model and likelihood is the probability of a 

variable given a model. AICc is the second-order 

information criterion taking sample size into account. 

It is calculated as 

𝐴𝐼𝐶𝑐 = −2(𝑙𝑛(𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑)) + 2𝐾 × (
𝑛

𝑛−𝐾−1
)  (22) 

where n is the sample size.  

 
3.2.5. Bayesian Information Criterion (BIC) Test 

 

The Bayesian Information Criterion (BIC) [36] is 

another method for choosing appropriate models 

from a limited number of options. BIC differs from 

AIC in general, particularly in the second term, which 

is related to sample size and calculated as 

𝐵𝐼𝐶 = −2𝑙𝑜𝑔𝑝(𝐿) + 𝑝𝑙𝑜𝑔(𝑛)                (23) 

Where 𝑝 is the number of predicted parameter and n 

is the number of the observations. Here, the 

minimum AIC and BIC are determined as the best 

distribution.  

3.2.6. Maximum likelihood (ML) Method 

 

The maximum likelihood (ML) method identifies an 

appropriate strategy for parameter prediction 

problems [41]. The key benefit of utilizing ML is that 

it extracts all of the valuable data from the input. 

Consider a sample 𝑦 = [𝑦1 … 𝑦𝑖 …𝑦𝑛] from 

the population. Pdf (or the probability density 

function) of a random variable 𝑦𝑖 conditioned on 

parameters 𝜃 is written by 𝑓(𝑦𝑖 , 𝜃). The joint density 

of n identically and individually disturbed 

observation is showed as 

  𝑓(𝑦, 𝜃) = ∏ 𝑓(𝑦𝑖 , 𝜃)
𝑁
𝑖=1 = 𝐿(𝜃|𝑦)             (24) 

And first term 𝑓(𝑦𝑖 , 𝜃) can be given as 

𝑓(𝑦𝑖 , 𝜃) = 𝑓(𝑦𝑖 , 𝜇|𝜎
2 = 1) =

1

√2𝜋𝜎2
𝑒

−(𝑦𝑖−𝜇)
2

2𝜎2       (25) 

It is general practice to study with the Log-Likelihood 

function. 

 𝐿(𝜃|𝑦) = ∑ 𝑙𝑛 (
1

√2𝜋𝜎2
𝑒

−(𝑦𝑖−𝜇)
2

2𝜎2 )𝑁
𝑖=1  

 
4. Results and Discussion 

 

4.1. Initial Evaluation and Visualization 

 

To help with data visualization and model selection, 

Figure 2 displays an initial skewness-kurtosis graph 

of the unbiased distribution of the meteorological 

parameters. Due to the limited article page, the data 

of station 17130 are shown as an example. In this 

paper, uniform, exponential distributions displayed in 

the Cullen and Frey graph, developed by Cullen et al. 

[42] are not selected for best fitting distribution. 

While the probable beta regions are displayed by 

larger areas, the probable Lognormal, Gamma, and 

Weibull regions are depicted by lines. The Cullen and 

Frey graph shows the kurtosis and squared skewness 

of the precipitation, temperature, relative humidity, 

and evapotranspiration series as a blue point 

representing "observation." According to Figure 2, 

Given their frequent right-skewed nature and positive 

skewness, the common right-skewed distributions 

lognormal, normal, gamma, and Weibull are 

suggested as potential model distribution options. 

But, because of the substantial variances in skewness 

and kurtosis across all distributions, this visualization 

can only be regarded as suggestive. 
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Figure 2. An explanation of precipitation, Tmax, Tmean, Tmin, relative humidity and evapotranspiration series for 

station 17130 from a normal distribution with estimated bootstrap skewness and kurtosis 

 
Using Assessment-Based Graphs for the GOF 

 

With the help of several graphical functions, the 

goodness-of-fit of models can be investigated. Figure 

3 indicates the theoretical densities of six selected 

marginal distribution models of precipitation, Tmax, 

Tmean, Tmin, relative humidity, and 

evapotranspiration for station 17030.  Data analytics 

requires knowledge of a data's normality or non-

normality because it has a significant impact on the 

algorithms that may be used and how the dataset 

should be handled. According to Figure 3, log-logistic 

and Gamma distribution are found the most 

appropriate models among the selected six 

distributions for the annual total precipitation series. 

log-logistic, Gamma and Normal distributions seem 

to fit the annual maximum, mean, and minimum 

temperature, respectively. In addition, Log-logistic 

distribution for annual mean relative humidity and 

annual total evapotranspiration are observed as more 

appropriate distribution.  
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Figure 3. Fitted theoretical densities of six selected marginal distribution models of precipitation, Tmax, Tmean, Tmin, 

relative humidity and evapotranspiration for station 17030 

 
A probability-probability (P-P) plot is a 

straightforward graphical technique used to evaluate 

the accuracy of a forecast prediction and its level of 

uncertainty. To examine if the dataset series were 

derived from the six chosen theoretical distributions, 

quantile-quantile (Q-Q) plots are created for the 

graphical assessment and visualization of the quality 

of fit of the selected model distributions. P-P and Q-

Q plots are presented for station 17030 in Figures 4 

and 5, respectively. The P-P plot compares a uniform 

distribution to the probability values of the observed 

meteorological series within the meteorological 

ensemble, which range from 0 to 1.0. if one of the 

meteorological series is entirely normally distributed, 

The P-P plot will be 1:1. The same is also true for the 

Q-Q plot of the meteorological series. According to 

Figure 4, P-P plot for all data series is clustered 

around 1:1 line which means normally distributed. 

However, the Q-Q plot demonstrates small gaps 

between empirical quantiles and theoretical quantiles 

for all marginal selected distributions. Hence, the best 

fit distribution model is selected considering six 

different methods and their parameters are predicted 

by Maximum likelihood method.   
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Figure 4. Probability-Probability (P-P) plot for precipitation, Tmax, Tmean, Tmin, relative humidity and 

evapotranspiration series at station 17030 
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Figure 5. Quantile-Quantile (Q-Q) plot for precipitation, Tmax, Tmean, Tmin, relative humidity and evapotranspiration 

series at station 17030 

 
Selecting the Best Fitting Distribution Model 

for Meteorological Parameters 

 

Tables 2, 3, and 4 show the best fitting distribution 

considering Kolmogorov-Smirnov, Cramer-von 

Mises, Anderson-Darling, Akaike’s Information 

Criterion, Bayesian Information Criterion, and 

Maximum Loglikelihood tests. According to station 

17128, the annual total precipitation series fit the 

logistic and normal distribution. In addition, annual 

maximum, mean, and minimum temperature series 

are found to have the best fit distribution as the 

Normal, Gamma, and Normal models, respectively. 

While Weibull and Normal distributions are selected 

as the best fits for annual mean relative humidity, 

Gumbel distribution is observed as the best fit for 

annual total evapotranspiration data.  

According to the results of station 17130 

shown in Table 3, Gamma distribution is selected for 

annual total precipitation and annual mean 

temperature. In contrast,the logistic distribution is 

observed as the best-fit model for maximum yearly 

temperature, annual mean relative humidity, and 

annual total evapotranspiration. Furthermore, Normal 

distribution is fitted to the yearly minimum 

temperature. At station 17664, the Gamma 

distribution for annual total precipitation, the 

Lognormal distribution for maximum yearly and 

mean temperature, the Normal distribution for annual 

minimum temperature and annual mean relative 

humidity, and the Gumbel distribution for annual 

total evapotranspiration series are selected as the best 

fit models. Figure 6 shows the best fit model of annual 

total precipitation for station 17130. It can be inferred 

from Figure 6 that the Gamma distribution is the most 

appropriate model for annual total precipitation. 

Because the Gamma distribution is evenly distributed 

on the P-P and Q-Q plots, as well as empirical versus 

theoretical CDFs and theoretical densities.  
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Table 2. The best fit distribution selection based on GOF tests result for station 17128 

Parameters GOF Tests Distribution Models 

    Lognormal logistic Gamma Weibull Normal Gumbel 

Annual total 

precipitation 

K-S 0.1202559 0.067988 0.105785 0.095323 0.076522 0.131255 

CvM 0.1285157 0.035468 0.090285 0.081791 0.052198 0.214214 

AD 0.788356 0.235019 0.551954 0.518097 0.334663 1.34532 

AIC 781.0656 775.7574 778.1951 777.1193 775.7013 786.9399 

BIS 785.4449 780.1367 782.5744 781.4986 780.0807 791.3192 

ML -388.5328 -385.879 -387.098 -386.56 -385.851 -391.47 

Annual max 

temperature (°C) 

K-S 0.0678967 0.078759 0.065335 0.085254 0.068022 0.113044 

CvM 0.0595307 0.068418 0.057687 0.069746 0.054693 0.128325 

AD 0.3610128 0.447236 0.352026 0.532555 0.338798 0.83663 

AIC 181.7881 185.8037 181.6889 185.2186 181.5621 189.0137 

BIS 186.1674 190.183 186.0682 189.5979 185.9414 193.393 

ML -88.89405 -90.9019 -88.8445 -90.6093 -88.7811 -92.5068 

Annual mean 

temperature (°C) 

K-S 0.0857837 0.095759 0.088061 0.077975 0.091818 0.073505 

CvM 0.0414913 0.058039 0.040968 0.097416 0.044406 0.073541 

AD 0.2516943 0.384278 0.254316 0.725902 0.290303 0.503931 

AIC 186.1898 189.4969 186.1832 193.4018 186.6707 191.1205 

BIS 190.5691 193.8762 190.5625 197.7811 191.05 195.4998 

ML -91.0949 -92.7484 -91.0916 -94.7009 -91.3354 -93.5602 

Annual min 

temperature (°C) 

K-S 0.1648745 0.06674 0.11403 0.076445 0.067414 0.082981 

CvM 0.5346656 0.044796 0.205697 0.048539 0.039353 0.098305 

AD 3.495754 0.313408 1.538355 0.527281 0.290093 0.890256 

AIC 283.4662 243.7153 258.4139 246.1259 242.0193 250.8365 

BIS 287.8455 248.0946 262.7932 250.5052 246.3986 255.2158 

ML -139.7331 -119.858 -127.207 -121.063 -119.01 -123.418 

Annual mean 

relative humidity 

(%) 

K-S 0.1282492 0.097581 0.124824 0.091136 0.117984 0.179648 

CvM 0.237001 0.131574 0.22307 0.129056 0.197262 0.485943 

AD 1.2798149 0.90904 1.209926 0.841278 1.08174 2.584301 

AIC 351.4985 350.723 351.022 352.1487 350.2268 364.5233 

BIS 355.8778 355.1024 355.4013 356.528 354.6061 368.9026 

ML -173.7493 -173.362 -173.511 -174.074 -173.113 -180.262 

Annual total 

evapotranspiration 

(mm) 

K-S 0.0824141 0.096885 0.087604 0.145495 0.097873 0.088929 

CvM 0.1079248 0.111347 0.119375 0.269006 0.144793 0.040659 

AD 0.6299967 0.814455 0.690994 1.56304 0.828604 0.303065 

AIC 707.9854 713.433 708.5523 720.2482 709.9679 706.2462 

BIS 712.3647 717.8123 712.9316 724.6275 714.3472 710.6255 

ML -351.9927 -354.717 -352.276 -358.124 -352.984 -351.123 

 

 

Table 3. The best fit distribution selection based on GOF tests result for station 17130 

Parameters GOF Tests Distribution Models 

    Lognormal logistic Gamma Weibull Normal Gumbel 

Annual total 

precipitation 

K-S 0.0573773 0.046804 0.044613 0.090082 0.06815 0.079426 

CvM 0.0684747 0.025833 0.049171 0.161488 0.063115 0.154016 

AD 0.4135475 0.23078 0.297224 0.972485 0.383833 0.910215 

AIC 1115.012 1116.333 1114.12 1122.952 1116.305 1119.97 

BIS 1120.14 1121.462 1119.249 1128.081 1121.434 1125.098 

ML -555.5058 -556.167 -555.06 -559.476 -556.153 -557.985 

Annual max 

temperature (°C) 

K-S 0.0479969 0.056489 0.046959 0.085357 0.045029 0.133601 

CvM 0.0346659 0.034154 0.031711 0.138342 0.027902 0.480255 

AD 0.3903718 0.301876 0.362578 0.912396 0.321002 3.56543 

AIC 277.0407 272.2233 276.1155 275.1528 274.4949 314.5435 

BIS 282.1694 277.352 281.2442 280.2815 279.6236 319.6722 

ML -136.5203 -134.112 -136.058 -135.576 -135.247 -155.272 

K-S 0.0857837 0.095759 0.088061 0.077975 0.091818 0.073505 
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Annual mean 

temperature (°C) 

CvM 0.0414913 0.058039 0.040968 0.097416 0.044406 0.073541 

AD 0.2516943 0.384278 0.254316 0.725902 0.290303 0.503931 

AIC 186.1898 189.4969 186.1832 193.4018 186.6707 191.1205 

BIS 190.5691 193.8762 190.5625 197.7811 191.05 195.4998 

ML -91.0949 -92.7484 -91.0916 -94.7009 -91.3354 -93.5602 

Annual min 

temperature (°C) 

K-S 0.1648745 0.06674 0.11403 0.076445 0.067414 0.082981 

CvM 0.5346656 0.044796 0.205697 0.048539 0.039353 0.098305 

AD 3.495754 0.313408 1.538355 0.527281 0.290093 0.890256 

AIC 283.4662 243.7153 258.4139 246.1259 242.0193 250.8365 

BIS 287.8455 248.0946 262.7932 250.5052 246.3986 255.2158 

ML -139.7331 -119.858 -127.207 -121.063 -119.01 -123.418 

Annual mean 

relative humidity 

(%) 

K-S 0.0757018 0.050717 0.073137 0.079285 0.068393 0.133978 

CvM 0.0732437 0.031862 0.065636 0.117333 0.053929 0.404769 

AD 0.5548106 0.282883 0.500136 0.663733 0.410646 2.686226 

AIC 480.61 478.3472 479.8269 480.2198 478.4959 505.1448 

BIS 485.7387 483.4759 484.9556 485.3485 483.6246 510.2735 

ML -238.305 -237.174 -237.913 -238.11 -237.248 -250.572 

Annual total 

evapotranspiration 

(mm) 

K-S 0.0442227 0.045106 0.042755 0.091797 0.043138 0.109601 

CvM 0.0314271 0.028243 0.03046 0.176214 0.029738 0.377656 

AD 0.2833243 0.246648 0.272055 1.018951 0.256942 2.710638 

AIC 1029.194 1027.25 1028.669 1030.115 1027.74 1061.124 

BIS 1034.323 1032.379 1033.798 1035.244 1032.868 1066.253 

ML -513.5756 -515.89 -514.146 -526.363 -515.503 -511.536 

 

 

Table 4. The best fit distribution selection based on GOF tests result for station 17664 

Parameters GOF Tests Distribution Models 

    Lognormal logistic Gamma Weibull Normal Gumbel 

Annual total 

precipitation 

K-S 0.0888718 0.109425 0.097235 0.104947 0.111849 0.08782 

CvM 0.0686 0.10174 0.070188 0.104645 0.087928 0.068184 

AD 0.3503738 0.582867 0.358499 0.694099 0.487882 0.414419 

AIC 776.3796 780.6651 776.262 781.9715 778.0524 778.6765 

BIS 780.6659 784.9514 780.5483 786.2577 782.3386 782.9628 

ML -386.1898 -388.333 -386.131 -388.986 -387.026 -387.338 

Annual max 

temperature (°C) 

K-S 0.0926571 0.071249 0.095576 0.156059 0.10175 0.083661 

CvM 0.0711191 0.052849 0.077104 0.30413 0.092019 0.101617 

AD 0.448108 0.449418 0.48386 1.776835 0.571741 0.598906 

AIC 247.0407 249.3076 247.3349 260.7433 248.1131 250.1337 

BIS 251.5941 253.8609 251.8883 265.2966 252.6664 254.687 

ML -121.5204 -122.654 -121.668 -128.372 -122.057 -123.067 

Annual mean 

temperature (°C) 

K-S 0.1080861 0.115509 0.112297 0.12538 0.120214 0.072696 

CvM 0.0886428 0.111676 0.095552 0.219952 0.112631 0.083039 

AD 0.4885319 0.637827 0.525097 1.354886 0.624441 0.618401 

AIC 159.2294 161.7821 159.4363 169.1497 160.2626 163.4278 

BIS 163.5156 166.0684 163.7226 173.436 164.5489 167.714 

ML -77.61469 -78.891 -77.7182 -82.5749 -78.1313 -79.7139 

Annual min 

temperature (°C) 

K-S 0.1715909 0.055575 0.127459 0.072962 0.051689 0.09267 

CvM 0.5278401 0.024178 0.247025 0.065153 0.020259 0.11883 

AD 3.2952866 0.224151 1.654357 0.662941 0.194787 0.917298 

AIC 252.1272 222.2973 232.9113 222.4683 219.6381 228.4958 

BIS 256.4134 226.5835 237.1976 226.7545 223.9244 232.7821 

ML -124.0636 -109.149 -114.456 -109.234 -107.819 -112.248 

Annual mean 

relative humidity 

(%) 

K-S 0.0668988 0.047915 0.064259 0.075603 0.059161 0.119563 

CvM 0.0352033 0.033941 0.032352 0.109548 0.028284 0.170716 

AD 0.2267838 0.237346 0.21153 0.844457 0.190637 1.067333 

AIC 367.808 368.7252 367.7452 378.9523 367.7756 377.8099 

BIS 372.3613 373.2785 372.2985 383.5057 372.3289 382.3632 



M. Eşit / BEU Fen Bilimleri Dergisi 11 (4), 1026-1041, 2022 

1038 
 

ML -181.904 -182.363 -181.873 -187.476 -181.888 -186.905 

Annual total 

evapotranspiration 

(mm) 

K-S 0.1153349 0.10198 0.120032 0.168421 0.129182 0.066654 

CvM 0.1306428 0.124834 0.142467 0.311237 0.167772 0.048188 

AD 0.7032216 0.853407 0.763978 1.76613 0.897946 0.325685 

AIC 656.7236 660.9225 657.2795 670.3473 658.6173 655.0107 

BIS 661.0099 665.2087 661.5658 674.6336 662.9036 659.297 

ML -326.3618 -328.461 -326.64 -333.174 -327.309 -325.505 

 

 
Figure 6. The best fit model for annual total precipitation 

at station 17130 

 
5. Conclusion 

 

Every component of the hydrological cycle is crucial 

for managing water supplies and predicting extreme 

events like floods and droughts. A hydrological 

system's inputs are unpredictable, thus they are 

specific to every region. In this study, the most 

important parameters such as precipitation, 

temperature, relative humidity, and evaporation are 

investigated for Ankara province. The most 

appropriate distributions are determined for 

meteorological parameters using the Lognormal, 

Log-logistic, Gamma, Weibull, Normal and Gumbel 

models. These models are tested by Kolmogorov-

Smirnov (KS), Akaike's Information Criterion (AIC), 

Cramers-von Mises (CvM), Bayesian Information 

Criterion (BIC), Anderson-Darling (AD), and 

Maximum Loglikelihood methods. 

According to the results, Gamma distribution 

is found as the best fit distribution for annual total 

precipitation at stations 17130 and 17664, while Log-

logistic and Normal are observed the most appropriate 

for station 17128. At maximum yearly temperature, 

all station shows different models. Normal, Log-

logistic, and Lognormal are fitted to stations 17128, 

17130, and 17664, respectively. When we consider 

annual mean temperature, for stations 17128 and 

17130, Gamma is determined to be the best fit, 

whereas Lognormal is chosen for station 17664. In 

addition, Normal distributions are reported as the best 

fit for all stations at annual minimum temperature 

series. At the annual mean relative humidity series, 

Normal is observed to be the best fit for stations 

17128 and 17664, while Log-logistic is found as the 

best fit at station 17130. According to the annual total 

evapotranspiration series, Gumbel distribution is 

more appropriate for stations 17128 and 17664, and 

Log-logistic is fitted better at station 17130. Results 

indicate that every parameter has a unique distribution 

model. To be specific, the Gumbel distribution is 

found more appropriate among other distributions for 

annual total precipitation, while the Normal 

distribution is observed more appropriate model at the 

annual minimum temperature for Ankara province. 

These findings will serve as a guide for decision-

makers on the construction of hydraulic structures for 

water management in the Ankara province. 
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