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   Abstract 
 

In this paper, we present a design for an ensemble chatbot based on paraphrase detection. Our 

proposed chatbot is intended to assist companies in reducing the need for costly call center 

operations by providing a 24-hour service to customers seeking information about products or 

services. Our algorithm is designed to work effectively on small data sets, such as an existing FAQ, 

and does not require a large number of instances. We evaluated the performance of our chatbot 

using publicly available data from the websites of major telecommunication companies and found 

that the ensemble model improved success rates by 6% compared to the single best model, with a 

top 3 accuracy of 84.54% and a top 1 accuracy of 70.10%. 

 
 

 

 

1. Introduction* 

 

In recent years, many companies have established call 

centers to improve customer satisfaction by providing 24-

hour service. However, this can be a significant financial 

burden for the companies. To address this issue, companies 

have turned to chatbots as a means of reducing the need for 

call centers. Chatbots can increase self-service engagement 

and handle a significant number of customer requests, 

reducing the time that customers spend while waiting for 

the information. Domain-specific chatbots tend to be more 

successful than general-purpose chatbots. 

In this study, we focus on the telecommunications 

field and develop a chatbot designed as a question-

answering system. We create a dataset of question-and-

answer pairs specific to the telecommunications field to do 

this. While the study is conducted within this particular 

domain, the chatbot design could be applied to any field 

with a similar dataset. 

The chatbot operates by taking in a customer's 

question and measuring its similarity to the questions 
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stored in the system. The answer to the most similar 

question is then returned to the customer as a response to 

their inquiry. To measure the similarity of the questions, 

we employ four different methods: cosine similarity of 

average sentence vectors, cosine similarity of weighted 

average sentence vectors, n-gram similarity of sentences, 

and word mover's distance. By combining all of these 

methods, we create an ensemble similarity measurement 

that outperforms any individual method. The proposed 

method is not limited to use in chatbot applications but can 

be utilized for any system requiring paraphrase detection. 

The main contributions of this article to the literature 

are; the development of a novel ensemble chatbot for the 

telecommunications field that effectively reduces the need 

for costly call center operations by providing a 24-hour 

service to customers seeking information about products or 

services, the introduction of an ensemble model approach 

for measuring the similarity between questions, which 

demonstrates superior performance compared to individual 

methods and has the potential to be applied to a wide range 

of fields and systems requiring paraphrase detection, the 

design and evaluation of a chatbot that is able to achieve 

high accuracy and effectiveness with small datasets, 
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without the need for a large number of instances. This 

approach has the potential to significantly reduce the 

burden of data collection and annotation in chatbot 

development. 

 

2. Literature Review 

 

In this section, common techniques used in the design 

of chatbot models are presented. Many different techniques 

can be used to create a chatbot. 

Template-based chatbots use pattern matching to 

answer user questions [1]. These systems are relatively 

easy to build and are a popular choice for small-scale 

applications [2]. Eslam et al. used BERT [3] vectors for 

chatbot design [4], training and testing their system on the 

SQuAD dataset [5]. Their workflow achieved 98% training 

and 96% test set accuracy. In a separate study, BERT was 

also used to develop a chatbot text classification system 

that aimed to reduce memory and storage needs by using a 

single model for multiple chatbots with multiple languages 

[6]. The proposed model demonstrated high accuracy and 

reduced system resources compared to individually trained 

models. 

Transfer learning is widely used in the task of text 

classification, including in the context of chatbot intention 

classification. BERT and ERNIE (Enhanced 

Representation through Knowledge Integration) have been 

particularly effective in this regard, but their computational 

performance can be an issue in high QPS (queries per 

second) intelligent dialogue systems [7]. The authors 

propose using the knowledge of the ERNIE model to distill 

a FastText model, with the ERNIE model serving as a 

teacher model to predict massive online unlabeled data for 

data enhancement and guiding the training of the FastText 

student model. This approach not only maintains the 

FastText model's strong computational performance but 

also significantly improves its intention classification 

accuracy. 

Recurrent Neural Networks (RNN) [8] have also been 

used in chatbot design, with one study proposing a system 

that actively interacts with the user to maximize their 

knowledge gain [9]. The proposed DeepProbe framework 

used a sequence-to-sequence (seq2seq) RNN and was 

evaluated using computer-based BLEU and AUC methods 

and human judge evaluation. Another study developed an 

ensemble-based dialogue system for the Amazon Alexa 

Prize competition, incorporating deep learning and 

reinforcement learning techniques, including seq2seq 

models and latent variable models for natural language 

processing [10]. 

Word embedding techniques, such as Word2vec and 

FastText, have also been applied to chatbot design. 

Word2vec is an unsupervised and predictive method for 

representing words as vectors [11], with two deep learning 

algorithms: Continuous Bag of Words (CBOW) and Skip-

gram. FastText, an improved version of Word2vec, also 

considers subword information while calculating word 

vectors [12]. 

Seq2seq is a technique that transforms an input 

sequence into an output sequence with a tag and attention 

value [13]. It consists of two RNNs: an encoder and a 

decoder. The encoder processes the input data and passes 

the last state of its recurrent layers to the decoder's first 

recurrent layers. The decoder then uses this initial state to 

generate the output sequence. Seq2seq has been used to 

analyze user input and generate a thought vector, which is 

then used to generate a response to the user. Martin 

Boyanov and Ivan Koychev proposed a system of 

answering questions in their work [14]. For this, they used 

the data collected from forums instead of dialogue 

question-and-answer datasets. The questions in the forums 

and the answers given to them were trained by using the 

seq2seq model. They used data collected from forums 

rather than dialogue question-and-answer datasets. The 

proposed system can answer correctly 49.5 % of the 

questions. In the questions asked in a completely new way, 

the accuracy rate decreases to 47.3%. 

Chatbots can be used for many different applications. 

For example, a chatbot design consisting of 3 layers that 

analyzes and corrects Syntax errors in the Turkish 

language has been proposed [15]. In another study, a 

chatbot was proposed to be used in customer service 

management using the BERT model [16]. Another usage 

area of chatbots is recommendation systems. In another 

study, the seq2seq chatbot model was used in the Turkish 

venue recommendation system [17].  

The reliance on large, labeled datasets and 

correspondingly large models is a common feature of 

effective chatbot systems. However, the acquisition and 

annotation of such data can be resource-intensive, and the 

cost of training large models can be high. In contrast, 

template-based or rule-based approaches that do not rely 

on extensive data may be less effective. 

The use of chatbots in business marketing strategies 

has increased in recent years due to advances in artificial 

intelligence and the widespread acceptance of Internet and 

messaging platforms [18]. Also, it was found that the 

attitude of Turkish consumers toward chatbots has a 

positive effect on the intention to use chatbots [19]. In 

addition, the results of the research showed that the 

perceived usefulness and perceived ease of use of chatbots 

have a positive effect on the attitude toward chatbots. 

We aim to advance the field of chatbot design and 

provide practical solutions for real-world applications, 

specifically addressing the need for cost-effective and 
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efficient customer service in the telecommunications 

industry. One of the key contributions of our research is 

the development of a novel ensemble model for measuring 

the similarity between questions, which not only 

outperforms individual methods for paraphrase detection in 

the context of our chatbot but has the potential to be widely 

applicable in any system that requires paraphrase 

detection. Additionally, we demonstrate the success of our 

chatbot using a small data set, which has the potential to 

significantly reduce the burden of data collection and 

annotation in chatbot development. Our research also 

differs from previous literature on chatbot design in that it 

focuses on a specific industry rather than general-purpose, 

and utilizes a domain-specific dataset of question-answer 

pairs. Overall, these contributions make our research a 

valuable addition to the field of chatbot design, particularly 

for applications that require paraphrase detection. 

 

3. Materials and Methods 

 

To develop our chatbot, we used a dataset of 

question-answer pairs obtained from frequently asked 

question sections of major telecommunication companies. 

We preprocessed the collected dataset to improve the 

performance of machine learning algorithms and used the 

FastText method to create word vectors for the words in 

the dataset. We measured the similarities between the 

questions using various methods and combined the 

similarity ratios of these methods to form the final 

ensemble similarity measurement. 

 

3.1. Telecommunication FAQ Dataset 

 

To evaluate the performance of our chatbot, we 

constructed a dataset of question-answer pairs using 

publicly available data from the websites of major 

telecommunication companies. We collected frequently 

asked questions from the websites across all categories and 

organized them into a dataset containing 1887 question-

answer pairs, each consisting of a question, an answer, and 

the company it pertains to. We did not include categories 

of questions in the dataset to allow users to communicate 

with the chatbot without selecting a specific category. To 

receive service, the user simply needs to select the 

company they wish to receive service from and write their 

question or problem. To evaluate the effectiveness of the 

system, test questions were created by independent users 

that are semantically equivalent to the existing questions 

but are worded differently and were not used in the 

training of the model. 

 

3.2. Preprocessing 

 

The dataset underwent preprocessing to improve the 

machine's performance. To achieve this, we converted all 

characters in the sentences to lowercase, removed URLs 

and numbers, punctuation marks, and special characters, 

stemmed all words in the sentences, removed stop words, 

and detected and merged multi-word expressions (phrases). 

These techniques were applied to the dataset in order to 

enhance its overall performance. 

 

3.3. Creating Word Embeddings 

 

After preprocessing, word embedding was used to 

represent each word as a vector in space. In this study, 

FastText was used to create word vectors using the 

questions-and-answers dataset as input. FastText does not 

require a labeled dataset and can be trained in an 

unsupervised manner. It has been shown to be particularly 

effective at capturing semantic similarity. The CBOW and 

Skip-gram algorithms, window size, and word embedding 

size for the FastText method were compared as 

hyperparameters. 

 

3.4. Creating Sentence Vector 

 

The dataset consists of questions and answers. In 

order to find the most similar question to the user's 

question in the dataset, the user's question is compared to 

all questions in the dataset. Sentence vectors are created to 

measure the similarity between sentences. FastText vectors 

were used to create the sentence vectors. The goal of the 

sentence vector is to have sentences that contain similar 

words close to each other in the vector space. Two 

different methods were used to construct the sentence 

vectors: the average method and the weight average 

method. 

In the average method, the vectors of the words 

comprising a sentence are summed and divided by the 

number of words in the sentence. The weight average 

method, on the other hand, gives more weight to words 

that contribute more meaning to the sentence. To calculate 

this effect, the term frequency-inverse document frequency 

(TF-IDF) measure was used to determine the importance 

of a word in a collection or corpus [20, 21]. The TF-IDF 

values of the same word in each sentence were averaged to 

create a fixed TF-IDF value for each word. A summary of 

the process for creating sentence vectors is shown in 

Figure 1. 
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Figure 1. Creating Sentence Embedding 

 

3.5. Sentence Similarity Methods 

 

We calculated the similarity between the user-entered 

sentence and the questions in the dataset using the n-gram 

similarity method, the cosine similarity between sentence 

vectors for both average and weighted average sentence 

embeddings, and the reversed Word Mover's Distance 

method. 

 

3.5.1. Sentence Similarity Methods 

 

The cosine similarity between the sentence vector of 

the user-entered question and the vector of each question in 

the dataset was calculated. The similarity is defined as the 

scalar product of two vectors divided by the product of the 

lengths of the two vectors, as shown in Equation 1, where t 

is the sentence vector of the user's question and e is the 

sentence vector of a question in the dataset. 

 

cos(𝑡, 𝑒) =
𝑡⋅𝑒

|𝑡||𝑒|
=

∑𝑛
𝑖=1 𝑡𝑖𝑒𝑖

√∑ (𝑡𝑖)2𝑛
𝑖=1 √∑ (𝑒𝑖)2𝑛

𝑖=1

                                    (1) 

 

The similarity between the two sentences ranges from 

-1 to +1, with a value closer to +1 indicating a greater 

similarity. 

 

3.5.2. N-gram Similarity 

 

The n-gram similarity method is a character-based 

string comparison technique. In this method, a string is 

divided into n-grams based on the specified value of n. The 

n-gram similarity is calculated by dividing the number of 

common n-grams in the two sequences by the total number 

of n-grams in both sequences. This is formally defined in 

Equation 2, where s1 and s2 are the n-gram sequences in 

sentence 1 and sentence 2, respectively. 

 

𝑠𝑖𝑚(𝑠1, 𝑠2) =
2∗|𝑝𝑎𝑖𝑟𝑠(𝑠1)∩𝑝𝑎𝑖𝑟𝑠(𝑠2)|

|𝑝𝑎𝑖𝑟𝑠(𝑠1)|+|𝑝𝑎𝑖𝑟𝑠(𝑠2)|
                                         (2)                                      

 

3.5.3. Word Mover’s Distance 

 

The Word Mover's Distance method calculates the 

distance between two sentences based on the word 

embeddings of the sentences. It has been shown to 

outperform many other methods in k-nearest neighbors’ 

classification [22]. The method matches the two sentences 

using words or phrases that are closely related, even if they 

have no common words. The similarity is measured using 

word embeddings, and a word in one sentence may be 

expressed as a phrase in the other sentence. The Word 

Mover's Distance method handles this by merging words 

into phrases when necessary and calculating the distance 

by summing the distances of the nearest words. 

For example, the distance between the sentences 

"Obama speaks to the media in Illinois" and "The President 

greets the press in Chicago" is 1.07, while the distance 

between "The band gave a concert in Japan" and the same 

first sentence is 1.63. This is because, after stop words are 

removed, the total distance of the matching closest words 

is higher in the second example. 

 

3.6. Ensemble Method 

 

Ensemble learning, which involves combining the 

predictions of multiple models, is a powerful technique for 

improving the performance of machine learning 

algorithms. Ensemble models are most effective when the 

individual models are both successful and diverse. In 

previous sections, we proposed four different methods for 

calculating sentence similarity: average sentence vector 

cosine similarity, TF-IDF weighted average sentence 

vector cosine similarity, n-gram similarity, and Word 

Mover's Distance. These methods approach the paraphrase 

detection problem in different ways. 

The average sentence vector cosine similarity method 

is based on the assumption that the mean of the words in a 

sentence represents its meaning. The weighted average 

method takes a different approach by assigning higher 

weights to the most important words in the vector. The n-

gram similarity method compares only n-grams and 

measures spelling differences between sentences, using a 

completely different approach from word embeddings. The 

Word Mover's Distance method, on the other hand, 

measures distance instead of similarity by matching the 

closest words or phrases in each sentence and adding the 

distances between them. This method is also distinct from 

the other approaches. The distance calculated by the Word 

Mover's Distance method is converted to similarity by 

taking its inverse. 

Since our proposed method utilizes algorithms that 

make different assumptions and employ different 

techniques, combining the predictions of these algorithms 

significantly increases the success of the ensemble model. 
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4. Experiments 

 

In this section, we describe our experiments, 

evaluation methodology, and results. We used the FAQ 

dataset described in Section 3.1 to evaluate the 

performance of our chatbot. 

 

4.1. Measuring Performance 

 

Measuring the model's performance requires 

questions that are not included in the training data. 

Therefore, we used questions that differ from the ones in 

the training dataset, but have the same meaning as one of 

them. The test questions were created by independent 

users. The accuracy of a question in a test dataset is 

calculated by computing similarities with each sentence in 

the training dataset. For the model to be successful, the 

sentence with the highest similarity value must be an 

equivalent sentence that has the same meaning as the 

sentence with the highest similarity value. After 

completion this process for all test sentences, the Top 1 

accuracy of the model is determined.  

In this measure, there is no difference between 

predicting the correct question in the second or third 

position and predicting the correct question in the last 

position. However, the Top n accuracy can also be 

important in chatbot-style applications. Therefore, we 

calculated the Top 1, Top 3, and weighted accuracy of the 

model in our experiments. Top 1 accuracy is whether the 

model answered the question correctly on its first 

prediction. The Top 3 accuracy is considered correct if the 

correct answer is among the first 3 answers of the model. 

In the weighted accuracy, if the model is correct on the 

first prediction, it scores 1; if it is correct on the second 

prediction, it scores 1/2, and so on until the 3rd prediction, 

that is, if it is correct on the third prediction, it scores 1/3. 

However, if the correct answer is not among the first 3 

predictions, it is evaluated as 0. The mean of these scores 

is used as the weighted accuracy. 

In this study, we propose a method for paraphrase 

detection that utilizes unsupervised techniques and does 

not require a labeled dataset containing examples of 

paraphrased and non-paraphrased sentences. Specifically, 

we use FastText and TF-IDF to generate sentence vectors, 

and then calculate the cosine similarity between these 

vectors and the distance of word carriers, and also use n-

gram similarity to determine similarity between texts. All 

four of these methods are trained in an unsupervised 

manner, without the use of any label information. During 

testing, the most similar question to the query is identified 

and the answer to that question is provided to the user, 

eliminating the need for a dataset containing labeled 

instances of paraphrased and non-paraphrased sentences. 

This approach allows for the identification of paraphrases 

without relying on supervised learning algorithms, which 

typically require a large number of labeled examples. 

Overall, our method offers a practical solution for 

paraphrase detection in real-world applications. 

 

4.2. Experimental Results 

 

In this section, we present an analysis of the chatbot's 

performance. The system has been tested using questions 

provided by independent users. Only one answer is 

allowed for each question in order to produce reliable test 

results. We searched only for the questions related to the 

company. 

We optimized the parameters of the algorithms. The 

FastText algorithm used to generate word vectors has three 

hyperparameters. For the optimization of the FastText 

model parameters, we used vector size (50, 100, 200), 

training algorithm (Skip-gram, CBOW), and Window Size 

(2, 3, 4). In the n-gram similarity method, we tested 

different values of n (1, 2, 3, 4, 5). 

 

4.2.1. Stemming Parameter 

 

Stemming is performed in the preprocessing step. 

Stemming is basically removing the suffix from a word 

and reducing it to its root word. In the preprocess stage, 

stemming is one of the parameters that most affect the 

success of the system. Tests were conducted to determine 

whether stemming was applied in parameter optimization.   

In the optimization of the stemming parameter, skip-

gram is used as the training algorithm with default 

parameters. Tests were performed for vector lengths 50, 

100 and 200. The accuracy of the models created in cases 

where the stemming process is applied and not applied is 

shown in Table 1. 

 

Table 1. Effect of Stemming 

Stemming 
Vector 

Size 

Top 1 

Acc 

Top 3 

Acc 

Weighted 

Acc 

Yes 50 62.89 80.41 72.44 

Yes 100 68.04 83.51 76.31 

Yes 200 67.01 84.54 76.07 

No 50 59.79 79.38 70.23 

No 100 60.82 78.35 71.76 

No 200 61.86 80.41 72.72 

 

Based on the accuracy values shown in Table 1, it 

appears that the stemming process improves performance. 

Therefore, stemming is applied in preprocessing step. 
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4.2.2. Selection of Training Algorithm 

 

FastText has 2 training algorithms, CBOW and Skip-

gram. Choosing the training algorithm as CBOW or Skip-

gram is a hyperparameter that directly affects the success 

of the training. In order to measure the performance of the 

CBOW and Skip-gram algorithms, experiments were 

performed with default hyperparameters and for vector 

sizes of 50, 100, 200. Stemming was also applied for 

training and test set. Table 2 shows the accuracy of the 

models created with the CBOW algorithm and the Skip-

gram algorithm. Experiments show that Skip-gram 

algorithm performed better than CBOW algorithm. It is 

also shown that the Skip-gram algorithm gives better 

results when using a small dataset. For these reasons, we 

chose our algorithm as a Skip-gram.   

 

Table 2. Selection of Training Algorithm 

Training 

Algorithm 

Vector 

Size 

Top 1 

Acc 

Top 3 

Acc 

Weighted 

Acc 

Skip-gram 50 62.89 80.41 72.44 

Skip-gram 100 68.04 83.51 76.31 

Skip-gram 200 67.01 84.54 76.07 

CBOW 50 62.89 82.47 73.66 

CBOW 100 63.92 81.44 73.61 

CBOW 200 68.04 80.41 75.53 

 

4.2.3. Selection Window and Vector Size 

 

The window size is another hyperparameter for 

FastText. One of the FastText assumptions is that the 

words around a word are the words associated with that 

word. This hyperparameter specifies the number of words 

to associate with the left and right sides of the word. For 

these experiments, the windows size selected as 2, 3, 4 

tested for vector sizes of 50, 100, 200. The results are 

shown in Table 3. While window size 2 and vector size 

100 gave the best results for top 1 accuracy, vector size 

200 gave the best results for Top 3 and Weighted 

Accuracy. 

 

Table 3. Selection Window and Vector Size 

Window 

Size 

Vector 

Size 

Top 1 

Acc 

Top 3 

Acc 

Weighted 

Acc 

2 50 62.89 77.32 72.19 

2 100 70.10 82.47 77.01 

2 200 69.07 84.54 77.29 

3 50 62.89 80.41 72.44 

3 100 68.04 83.51 76.31 

3 200 67.01 84.54 76.07 

4 50 63.92 80.41 72.83 

4 100 62.89 81.44 73.41 

4 200 64.95 84.54 75.05 

4.2.4. Selection Window and Vector Size 

 

The results obtained from the experiments were used 

to determine the optimal parameters for the model. The 

model was retrained using the optimal parameters obtained 

from the experiments. The model was tested using the test 

set again. The results obtained from the tests are shown in 

Table 4. 

 

Table 4. Test Results for Optimal Parameters 

Model 
Top 1 

Acc. 

Top 3 

Acc. 

Weighted 

Acc. 

Ensemble 70.10 84.54 77.29 

Cos Sim Av. SV 54.64 77.32 65.81 

Cos Sim Wt. Av. SV 53.61 64.95 59.71 

N-Gram Sim. 63.92 80.41 72.59 

WMD 59.79 76.29 68.81 

 

The abbreviations in Table 4 are explained as 

follows: "Cos Sim Av. SV" stands for "Cosine Similarity 

of Average Sentence Vectors," "Cos Sim Wt. Av. SV" 

stands for "Cosine Similarity of Average Weighted 

Sentence Vectors," "N-Gram Similarity" refers to the 

similarity between n-grams in the text, and "WMD" stands 

for "Word Movers Distance." "Ensemble" refers to the 

combination of four models and the final model. The 

performance of the ensemble model was compared to the 

performance of the individual models. The results of the 

tests show that the ensemble model has the best 

performance among the models. The Top 1 accuracy of the 

ensemble model is 70.10%, the Top 3 accuracy is 84.54%, 

and the weighted accuracy is 72.32%. The Top 1 accuracy 

of the individual models ranges from 53.61% to 63.92%. 

The Top 3 accuracy of the individual models ranges from 

64.95% to 80.41%. The weighted accuracy of the 

individual models ranges from 59.71% to 72.59%. 

As a result, it can be concluded that the ensemble 

model has a better performance compared to the individual 

models. The ensemble model has improved the success 

rate by 6% compared to the individual model with the 

highest accuracy. 

 

5. Application 

 

The user interface has been created for the chatbot 

model created and a demo of the chatbot is shown in this 

section. Chatbot application works with a web server. 

Question received from the user is transferred to the 

application via the web server. The answer that the 

application finds is transmitted to the user through the web 

interface. The overall architecture of the system can be 

seen in Figure 5. 
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In the Operators section, the user can select the 

company they want to ask the questions about. On the left 

side there are chatbot answers with a blue background, on 

the right side there are user questions with a green 

background. The user can ask the question they want to ask 

in the” message” section and click the button on the right 

to send his message. The web user interface of the chatbot 

application is shown in Figure 2. 

 

 
Figure 2. Web User Interface 

 

The example in Figure 3 shows a successful example 

of how the system works. The user’s question is shown on 

the right. Chatbot’s answer is shown on the left. Likewise, 

if the user asks another similar question after the first, 

thinking that the user's problem cannot be solved, the 

system returns the second-best answer. An example of this 

is shown in Figure 4. 

 

 
Figure 3. Web User Interface: Successful working 

example 

 
Figure 4. Web User Interface: Second best answer 

example 

Furthermore, questions that are in the flow of 

conversation, such as greetings, are not in our database, 

these questions are kept separately and used as needed. 

Additionally, questions whose similarity to all sentences in 

the dataset is below a certain threshold will return an error 

message by the chatbot. 

 

  
Figure 5. System Architecture 

 

6. Conclusions  

 

In this study, we aimed to show the answer to the user 

by measuring the similarity of the questions asked by the 

users to the questions in the system. To do this, we applied 

a detailed preprocessing on the dataset and the questions 

asked by the user. 

We then used n-gram similarity and vectors created 

with the FastText model to measure these similarities. 

Sentence vectors were created using two different 

methods. With these sentence vectors, we calculated the 

cosine similarity of the user's question. In addition, we 

calculated the Word Mover's Distance using these vectors. 

Finally, we calculated n-gram similarities. The final 

similarity was measured using the results of these four 

methods together. 
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The proposed algorithm was tested with the prepared 

test questions for different parameters. According to two 

different accuracy measurement methods, the Top 3 

accuracy was measured as 84.54% and the Top 1 accuracy 

was measured as 70.10% with the best parameters. These 

test results can be further improved by using a larger 

corpus with more texts and optimizing the parameters of 

the ensemble model. 

It may take a long time to compare the user's question 

to all questions in a large dataset. In these cases, the 

category of the question can be determined with another 

model and the question can only be compared with 

questions within that category. The success of the 

ensemble model can be further improved by including the 

BERT vectors of the sentences in future studies. 
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