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ABSTRACT
Network monitoring and measurement have a very important place in network management. Software Defined Network (SDN) makes network management easier by separating the data plane and the control plane. The OpenFlow protocol can be considered as an interface that communicates with a secure channel between the data and control plane. At the same time, OpenFlow allows us to collect statistics at different aggregation levels (e.g., flow, port and packet etc.) from the data plane. In this paper, we demonstrate how to get traffic measurement statistics at the port level periodically from network devices and also have calculated the overhead of this traffic measurement statistics in the SDN environment. In our test environment, collected statistics in different time intervals are used to compare relationship between real-time traffic, periodic traffic and predicted traffic in SDN. We have observed that there is a trade-off between accuracy and overhead in the network monitoring performed at different time intervals. A sample predict design (SPD) is introduced to be interpreted more accurately of the statistics. We utilize the Floodlight controller for monitoring. The validity of our results is shown through the emulations in Mininet.
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INTRODUCTION
Traffic engineering (TE) helps in using network resources effectively by dynamically analyzing, estimating and editing the behavior of the transmitted data (I.F. Akyildiz ve ark.,2014). Traffic Analysis/Characterization is a significant part of mechanisms for Traffic Engineering. Network monitoring and measurement mechanisms are particularly very important for determining traffic behaviors, detecting network errors, and timely intervention of network congestion.
SDN (I.F. Akyildiz ve ark., 2014; Open Networking Foundation, 2012) simplifies control of the network, provides central visibility including global network information and improves network programmability by separating the control plane from the data plane. The control plane generally arranges network states in a centralized or distributed manner through specific network policies. In addition, SDN applications take place in the application panel of SDN architecture. Applications communicate with control plane through North-bound APIs. The monitoring statistics can be used quality of service (QoS), energy usage, resource utilization, security, anomaly detection and many types of network management and measurement. In addition, the data forwarding plane can operate programmable OpenFlow switches through SDN controller, and the switches can communicate with SDN the controller over South-bound Open APIs (e.g., OpenFlow protocol) (Open Networking Foundation, 2014). As a result, thanks to the communication between these planes, the SDN paradigm provides a global and holistic view of complex networks and thus it will allow network resources to be used more easily and efficiently.

OpenFlow (OF) protocol was created in 2008 at Stanford University and was developed under the Open Network Foundation (ONF) in 2008. SDN controller can program the control functionalities of switches on the network by using the OpenFlow protocol. These OpenFlow switches are managed by the policies to generate by the SDN / OF controllers. There are different versions of OpenFlow (OpenFlow Versions, 2016).

The goal of this study is to collect statistics at the port level from the OF switches in SDN environment and to generate a network status information by used this statistics. It is very important that the status information is obtained correctly and on time. Thanks to this information, network resources will be used more efficiently and flexibly. In addition, it was aimed to show the overhead brought to the system via the equations in the SDN environment and calculate them numerically. It is to show whether there is a trade-off between accuracy and overhead. It would helped to develop new network monitoring techniques according to this trade-off. A sample predict design (SPD) is proposed to be interpreted more accurately of the statistics.

RELATED WORK
Generally, network monitoring is both a neglected issue and being very important for network management. There are different approaches in network monitoring. For example, such as host-based latency measures Internet Control Message Protocol (ICMP) or network node-based queries through Simple Network Management Protocol (SNMP) (Marc Hartunga ark., 2017). In most SDN architectures are used existing streaming-based network monitoring tools that are available in traditional IP networks. For example, The most well-known is NetFlow (NetFlow, 2017) from Cisco, which collects sampled traffic statistics and sends them to a central aggregator. It uses probe methods that are installed at switches as special module. Sflow (Sflow, 2017), which uses a time-based sampling to query traffic information, is a different flow sampling method. However, these methods result in a substantial overhead when collecting statistics from an entire network of centralized controls. Therefore, it may not be an efficient solution to implement in SDN architectures.

OpenTM (A. Tootoonchian ve ark., 2010) is a query-based monitoring method that predicts the traffic matrix (TM) by querying a switch for OF networks. It periodically queries the switch on each active stream to collect flow level statistics. This design, despite its high accuracy, brings with it a high overhead. OpenNetMon periodically queries packet counters from the source and destination switches, which is appropriate for end-to-end measurement (N. L. Van Adrichem ve ark., 2104).

FlowSense (C. Yu ve ark., 2013) is a passive push-based monitoring method that uses control messages between controls and switches. It uses control messages for monitoring and calculates network usage without any additional overhead. It uses the PacketIn and FlowRemoved messages to estimate the utilization of the stream on each link. However, FlowSense cannot capture for sudden network fluctuations. This is insufficient in terms of the accuracy and timing of received statistics.

MONITORING IN SDN
To properly provision resources in SDN networks, it is important to monitor resources especially link utilizations to quickly adapt routing rules to changes in workload. There are two different measurement methods: active and
passive (V. Mohan ve ark., 2011). In active measurement, agents create probe instructions to perform a network characteristic evaluation. Measurement values can provide instant network behavior information, but if this happens frequently, there is an increase in system load (Overhead). For example, the popular application ping uses ICMP packets to reliably determine end-to-end connection status and compute a paths round-trip time (D. Erickson, 2013).

Passive measurement methods does not generate any traffic to the network. Instead, it provides traffic statistics from network devices. Because the passive approach measures actual network traffic, it does not generate additional test traffic on the network. However, all this information is stored on these network devices, both causing security problems and leads to the installation of in-network traffic monitors that are not suitable for all networks and require large investments.

By using statistics collection mechanisms provided by OpenFlow specification, over a specific network topology, statistics from switches can be obtained. There are two basic types of statistics collection messages provided by OpenFlow:

STATISTICS REQUEST MESSAGE: Message for requesting statistical data for ports, flows, etc. from switches.

STATISTICS REPLY MESSAGE: Message for replying a statistics request by providing requested statistical data for ports, flows, etc.

The monitoring work in SDN is done by connecting the controller to all switches with a secure channel. The controller and switches use this secure channel through a TCP connection. The controller obtains real-time flow statistics from the available switches and combines the raw data by providing interfaces for the applications in the top layer.

An important issue here is how to make monitoring on the SDN environment. Firstly, statistics request messages are sent to the OF switches at fixed intervals, then the statistic reply messages which containing the amount of data and duration on at that time in network are send from OF switches to controller. The amount of data and duration content in statistic reply messages is called as sample. According to these samples from the switches, controller can generate new network status policies for network management. In addition, controller can determine new polling intervals by evaluating samples from switches.

In this study we used these two messages to get port level traffic measurement statistics from switches in an SDN network. In the next section we provide the details of the test environment and measurement setup.

TEST ENVIRONMENT AND EVALUATION RESULTS

Network topology in Fig.2 is used in our study. We used Mininet (The mininet platform, 2106) to setup the network topology with virtual hosts and switches. It is a network emulator which creates a network of virtual hosts, switches, controllers, and links. Its hosts run standard Linux network software, and its switches support OpenFlow for highly flexible custom routing and Software-Defined Networking.

OpenFlow controllers (e.g., Floodlight (Floodlight, 2017), NOX (N. Gude ve ark., 2008), etc.) introduce a platform to write special network applications. Floodlight is one of the popular controller currently used in the SDN environment. In this sample test topology, we used Floodlight as a controller. Floodlight is a Java-based OF controller that supports physical and virtual OF switches. It is based on the Beacon application. Beacon (D. Erickson, 2013) was created by David Erickson at Stanford University.

OpenFlow is the basic SouthBound API of SDN. Nowadays, it is widely used both in the industry and in the academy. OpenFlow is an interface that enables communication between the control plane and the data plane.
Overhead is the additional load that the OF messages used in the SDN environment bring to the network system by queries made at certain time intervals. Overhead is calculated by using topology in Fig. 2. and timing diagram in Fig. 3. Making this calculation will have an important knowledge in developing new inquiry techniques.

To obtain all flow statistics, it is necessary to obtain statistics from the switches for each flow along the path and combine the results. We study an undirected graph $G = (V, E)$, where $V = \{v_1, v_2, v_3, \ldots, v_k\}$ is the set of switches and $E$ denotes the set of links. Hence $k = |V|$ is the number of switches in the network. In order to calculate the overhead of statistics collection we need to analyze the sizes of statistics request and reply messages. Equation (1) is the size of the reply messages for $k$ flow entry and Equation (2) provides total message sizes for both request and reply for a single switch. Here, $L_{\text{Request}}$ represents the size of the flow statistics request message, $L_{Rh}$ represents the length of flow statistics reply message header, $L_{Sf}$ represents the size of reply message body of a single flow entry, $p$ represent the port numbers of each switch. For a flow statistics reply message with $p$ entries, the whole reply message length $L_{\text{Reply}}(p)$ is a linear function:

$$L_{\text{Reply}}(p) = L_{Rh} + p \times L_{Sf}$$

$$W_n = k \times (L_{\text{Request}} + L_{\text{Reply}}(p))$$

According to the OpenFlow specification, size of these messages are as follows: $L_{\text{Request}} = 122$ byte, $L_{Rh} = 78$ bytes, $L_{Sf} = 96$ bytes and $n$ denotes the polling frequency.

**Sample Predict Design (SPD):**

In network management, accurate measures of network status are needed to aid planning, troubleshooting, and monitoring. For example, it may be necessary to monitor the bandwidth consumption of several hundred links in a distributed system to pinpoint bottlenecks (Edwin A veark., 2000).

Nowadays, there are many measurement sampling methods. Sampling techniques are used to examine the behavior of a member population according to a representative subset. In fact, samples are periodically taken at a constant interval. However, as shown in Figure 3, 4 and 5 under some heavy traffic loads, static periodic sampling may not be suitable for the monitoring task. For example, a long sampling interval provides sufficient accuracy when traffic is not dense or there is a low network load. However, in high traffic fluctuations, shorter sampling intervals are required to accurately measure network situations. In this case, it also imposes an excessive overhead on the network. Therefore, there is a need for adaptive inquiry technique that dynamically adjust the interrogation interval based on network fluctuations. Although adaptive inquiry techniques are not studied in this paper, prediction methods that we studied in this paper will provide insights to design efficient adaptive techniques in future studies.

In this section, we present a Sample Predict Design (SPD) to predict the traffic rate of the next sample. The SPD is calculation that is used to select the most representative examples of the population by polling and following the significant fluctuations in the measured variables.

Equations (3) provide the details of sample prediction. Here $S_{Samples}$ denotes past $N$ samples where $N$ is the latest sample received and $S_{Predict}$ denotes the estimated value of the next sample to be received.

$$S_{Samples} = S_1, S_2, S_3, \ldots, S_N$$

$$S_{Total} = \sum_{i=1}^{N-1} S_i$$

$$S_{Avg} = \frac{S_{Total}}{N-1}$$

$$S_{Predict} = (1 - \lambda) \times S_N + \lambda \times S_{Avg}$$

(3)
Where \(0 < \lambda < 1\) (e.g., \(\lambda = 0.125\)) when calculating \(S_{Predict}\), by adjusting the value of \(\lambda\) the weight of the most recent sample and average of the previous samples can be changed. Lower \(\lambda\) will increase the weight \(S_N\) and decrease the weight of \(S_{Avg}\).

![Figure 1. Timing Diagram of Experiment Traffic](image)

To get the analysis results we have created a 3-level tree topology via Mininet and timing diagram shown respectively in Fig. 1 and Fig. 2, which are the same as Payless (S. R. Chowdhury ve ark., 2014) in this analysis. UDP flows for a total duration of 100s between hosts were generated using Iperf (Iperf: TCP/UDP Bandwidth Measurement Tool). Figure 1 shows the timing diagram; start, throughput and end time for each stream. In addition, we have paused traffic at different times between traffic streams to try different scenarios.

![Figure 2. Generated Topology for Experiment](image)

**Overhead:**

An important issue that needs to be explained here is how inquiries are made and the resulting network overhead (message overhead). OpenFlow defines a flow using fields from different layer (such as, layer 2, 3, 4) header of a package. When a switch receives a stream that does not comply with the rules in the routing table, it sends a PacketIn message to the controller. The control sends a FlowMod message to generate the necessary routing rules for the switches. The controller can specify idle timeout for a routing rule. This is referred to as the prologue of inactivity, after which a routing rule is removed from the switch. When this stream is removed, the switch sends a FlowRemoved message to the controller. This message contains the flow time and the number of bytes that match this flow input in the switch. In addition to these messages, the controller can send a FlowStatisticsRequest message to the switch for information about a particular flow. The switch sends the number of times and bytes for this stream to the controller in a FlowStatisticsReply message.

As shown in Table 1, we have considered the FlowStatisticsRequest message and the FlowStatisticsReply message as overhead. We calculated the overhead of the queries made at different frequencies by using topology created in Figure 2. We used the Equation (1) and (2) when calculating the overhead. The table shows us that the burden on the system is observed to be very high in the monitoring performed at the high interrogation intervals, while it is observed that the load coming to the system is less in the monitoring performed at lesser interrogation intervals.
According to Figure 2,

Table 1. Overhead at Different Time Intervals According to (1) and (2) Equations for Figure 1.

<table>
<thead>
<tr>
<th>Polling frequency</th>
<th>Overhead (byte) according to total duration of 100 sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 sec</td>
<td>$W_1 = 14840 \times 100 = 1484000 , byte$</td>
</tr>
<tr>
<td>5 sec</td>
<td>$W_5 = 14840 \times 20 = 296800 , byte$</td>
</tr>
<tr>
<td>10 sec</td>
<td>$W_{10} = 14840 \times 10 = 148400 , byte$</td>
</tr>
</tbody>
</table>

Figure 1. In the time diagram shown, the UDP stream of 10 Mbps between host1 (H1) and host8 (h8), the UDP stream of 20 and 50 Mbps respectively between the host2 (H2) and the host7 (h7), the host3 (H3) and the main host6 (h6) 20 Mbps UDP stream traffic is generated. To see fluctuations in traffic, flows are paused at specific time intervals. The traffic generated according to the timing diagram in Figure 1. is monitored with 1 second, 5 second and 10 second monitoring frequencies. The results are shown in Figure 3, 4 and 5. Different flow times are used to test accuracy and performance.

Figure 3, 4 and 5 show that the overhead in the system is higher in the polling which are done frequently and the effect on accuracy increases. On the other hand, when we conduct polling interval over long time intervals, the overhead it brings to the system is less, but the effect on accuracy is low. This is a situation we don't want. The relationship between the value of the periodic queries and the real-time monitoring value at different time intervals was determined graphically in Figure 3, 4 and 5. These graphs show us that a high-frequency inquires in the SDN environment, a close real-time monitoring is seen. On the other hand, the overhead that it brings to the system is observed to increase. As a result, we have observed that there is a trade-off between accuracy and overhead in the network monitoring performed at different time intervals.

According to these analyzes, we need a design that will act according to our traffic density. In this case, if the traffic density is increasing we will need to use frequent query intervals, if not, we should use less query interval. Thus, we can stabilize both the system overhead and the system accuracy. We also think that using the $S_{Predict}$ equation in the SPD can help with these adaptive monitoring designs. As shown in Figures 3, 4 and 5, we have taken close to polling periodically.

\[
L_{Repl}(p) = L_{R|k} + p \times L_{S|f} \\
L_{Repl}(p) = 78 + (96 \times 20) = 1998 \, byte \\
W_n = k \times (L_{Request} + L_{Repl}(p)) \\
W_n = 7 \times (122 + 1998) = 14840 \, byte
\]
CONCLUSIONS AND FUTURE WORK

In this article, we get periodically traffic measurement statistics at the port level from network devices in an SDN environment. The calculation of the overhead of these monitoring is shown by equations and calculated numerically. As a result of the analysis, we have shown that there is a trade-off between the overhead and the accuracy. At the same time, we present our SPD design, which could help new adaptive monitoring methods.

Our future study is to develop an adaptive inquiry techniques that can be adapted to the intensity of traffic using our SPD design.
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